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1
Scope

1.1
General
The present document gives background information on how the RF requirements of GSM400, GSM900 and DCS 1800 systems have been derived.
1.2
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24
Machine-type-communication (MTC) deployment, including EC-GSM-IoT, in a reduced BCCH spectrum allocation
24.1
Introduction

In GSM networks supporting both voice and data services a typical network deployment includes a frequency layer of broadcast carriers using a 4/12 re-use. This implies that the network deployment at least occupies a 2.4 MHz bandwidth. In addition, in case more capacity is needed, one or more additional frequency layers can be deployed which can have any re-use factor, down to, and including, a 1/1 re-use. In any re-use factor in a typical deployment however co-channel as well as adjacent channel interference caused by channels in the same cell is always avoided.

In case the GSM network only supports data services, the quality of service requirement compared to the general GSM/EDGE deployment changes.
In a circuit switched call, the quality of service requirements need to be fulfilled in order for the service to work, e.g. a speech frame erasure rate below a certain target. For packet switched services running RLC acknowledge operation, with relaxed delay requirements, the control channel need to be operable at a low enough block error rate (BLER), and the data channel need to be operable at a BLER level where HARQ type I or type II can work.
As these data services are targeting small data transmissions where devices are stationary or moving with a limited speed, idle mode mobility is furthermore foreseen to be sufficient for these devices. So although supported by the 3GPP standards, packet transfer mode handover is not expected to be used by these devices, and only idle mode autonomous cell reselection is expected to be used. For EC-GSM-IoT devices autonomous cell reselection is the only means defined to provide mobility between cells.
These aspects provide a possibility to operate a GSM network in a tighter re-use frequency scenario of the broadcast carrier, where the SINR levels in the network will be reduced compared to traditional operation of the broadcast layer.

24.2
Simulation campaign

24.2.1
Introduction

To evaluate the impact of a tighter broadcast layer frequency re-use factor, three different re-use factors are investigated: 4/12, 3/9 and 1/3.

The system impact is evaluated by three main system aspects:

-
Idle mode procedures
-
The impact on aspects of cell selection and cell reselection, including the impact on device synchronization to the FCCH and EC-SCH in terms of time to synchronize, residual frequency offset and residual time offset, is evaluated by means of network simulations. Impact on PLMN selection is presented based on link level and analytical analysis.
-
Common control channels

-
The analysis on the common control channels have been investigated separately to, in detail, study the impact on random access channel, and access grant. Also some analysis on paging load is provided.

-
Data traffic and control channel

-
The data traffic channel and the associated control channel are investigated where for example resource usage, data capacity and latency are evaluated.

In all evaluations, the working assumptions listed in the framework in Annex ZF.1 have been used, unless otherwise stated.

Both GPRS and EC-GSM-IoT have been investigated. There is a significant difference in how these different MS behave in a network with regards to a tight frequency re-use, justifying separate evaluations:

-
Coverage / interference performance: EC-GSM-IoT can operate in what is referred to as extended coverage (see 3GPP TS 43.064). The extended coverage is achieved by blind physical layer transmissions.that are collected by the receiver to achieve processing gain, and effectively operate at a lower SNR compared to not using the blind physical layer transmissions. The use of blind physical layer transmissions not only extend coverage but will also lower the operating point in an interference limited scenario in that an EC-GSM-IoT capable device can operate at a lower C/I. 
-
Idle mode procedures: EC-GSM-IoT devices will select cells at a maximum coupling loss of 164 dB. In addition they should be functional in a low frequency reuse. Therefore they are designed to perform signal level measurements only including the wanted signal level, excluding sources from interference and nosie. They are also mandated to measure a sub-set of the logical channels of the BCCH carrier where power down regulation is not permitted. So in case the network uses BCCH power saving functionality, down-regulating the power of the broadcast carrier, will not impact the EC-GSM-IoT measurement accuracy.
-
Common control channel: On the random access channel, an open-loop power control, as well as an adaptation of the coverage class used on the common control channel are used by EC-GSM-IoT MS which differs from non-EC-GSM-IoT MS where such adaptation is not used, and the power control only includes a coarse one power step approach to avoid too high signal levels at the BTS receiver.

-
Deployment: EC-GSM-IoT devices are assumed to be placed in more challenging radio conditions, for example indoors behind different number of walls, or in a basement. Hence, the distance dependent path loss, and log-normal fading component is complemented with a model of building penetration loss in case EC-GSM-IoT is simulated. Even with the additional component of building penetration loss, the majority of devices are placed within GPRS/EGPRS coverage, but a small portion are also placed in extended coverage taking up proportionally more resources per user.
24.2.2
Idle mode procedures
24.2.2.1
General
24.2.2.1.1
Simulator support

To model idle mode procedures a GSM link simulator has been integrated in a network simulator where a full GSM network can be configured and interference generated accordingly. The simulator has been used to evaluate GSM and EC-GSM-IoT cell selection including synchronization performance and supports e.g.:

-
Modelling of the BCCH frequency layer with frequency reuses 1/3, 3/9 and 4/12

-
A BSIC and TSC plan
-
A correct mapping of applicable logical channels upon the 51--multiframe

-
Modelling of interferers and thermal noise on IQ level

-
BTS TX and MS RX performance modelled on IQ/bit level
Annex ZF.2 elaborates on details of the simulator implementation.
In addition the simulator could be configured to evaluate a single BTS to MS link. This simulator mode was used to provide input to the PLMN selection analysis.
24.2.2.1.2
Performance metrics

The synchronization simulator has been used to investigate the ability of GSM and EC-GSM-IoT devices to synchronize to a GSM/EC-GSM-IoT network, to perform PLMN selection, to select a suitable cell based on RLA_C and RLA_EC measurments and to reconfirm the BSIC of the serving cell. To synchronize in this context refers to first successfully detect and synchronizing to the FCCH, and secondly to decode the (EC-)SCH to extract and confirm the BSIC of the camped on cell.

To characterize the synchronization performance of a GSM/EC-GSM-IoT network the following results were derived:

-
Percentage of all devices in a network that manages to synchronize within 12 51-multframes, i.e. within ~2 seconds.
-
Time to synchronization, i.e. time until decoding of the (EC-)SCH including confirmation of the BSIC.  

-
Residual time offset after detection of and synchronization to the FCCH.

-
Residual frequency offset after detection of and synchronization to the FCCH.

For PLMN selection a worst case analysis was performed where the performance metric is the time needed to scan all ARFCNs in a set of supported frequency bands during the search e.g. for a HPLMN.

For cell selection the performance is presented in terms of the probability of selecting the strongest cell. 
In addition the impact on cell selection performance from configuring a BSIC plan using as few as 8 unique BSIC code points was investigated. The likelihood of synchronization to a neighbouring cell during the search for the serving cell was recorded. Two cases were distinguished, a first where the neighbour cell uses a BSIC code point different from the code point used by the serving cell, and a second where the neighbour cell reuses the BSIC code point used by the serving cell. In the former case the device was configured to continue its synchronization procedure. In the second case, known as BSIC confusion, the device will synchronize to and select a neighbour cell, but not detect a change in BSIC.
24.2.2.1.3
Simulation assumptions

Simulation assumptions listed in the framework in Annex ZF.1 have been used, including the assumption that GSM simulations were performed without building penetration loss and with a cell radius of 2500 meter to span the full GSM Maximum coupling loss of 144 dB, as claimed by TR 45.820 [1]. For the EC-GSM-IoT simulations the assumptions from the TR 45.820 [1] was followed.
The logical channels modelled, e.g. the FCCH and (EC-)SCH, were modulated, encoded and mapped in the 51-multiframe as specified in TS 45.002 [2], TS 45.003 [3] and TS 45.004 [4].
24.2.2.2
PLMN selection

When performing initial PLMN selection a device needs to scan all ARFCNs of its supported frequency bands. For a quad band device supporting GSM 850, 900, 1850 and 1900 frequency bands this implies that in total 124+174+374+299  =  971ARFCNs needs to be scanned. The total time to do so may in a worst case scenario equate to 971 multipled by the time needed to connect to the system from the supported maximum coupling loss (MCL).

It has been shown that an EC-GSM-IoT device can synchronize to a cell within at most two seconds when being at the edge of the system, i.e. at 164 dBs MCL. With this in mind the total time to scan the four mentioned frequency bands will require roughly 32 minutes.
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Figure 24.2.2-1: Total time to synchronization when at 164 dB coupling loss
The above reasoning is however based on an assumption that all bands and ARFCNs are scanned in sequence, and that the EC-SCH is used as qualifier for the presence of an EC-GSM-IoT system. If the ARFCNs are scanned in an interleaved manner the search time can be shorted to around 10 minutes with the FCCH as primary identifier for the presence of EC-GSM-IoT. 
24.2.2.3
Cell selection
24.2.2.3.1
General
When performing cell selection a GPRS device follows the procedures specified in 3GPP TSs 43.022 and 45.008. TS 43.022 mandate a device to select the strongest cell from a received signal strength perspective that qualifies as “suitable”. TS 45.008 specify how the signal strength is to be measured in terms of RLA_C, which is an average signal strength estimate calculated over at least five samples during three to five seconds.

For EC-GSM-IoT the cell selection procedure has been updated to improve the support of signal strength measurements in an interference limited environment. TS 45.008 therefore specify a two-step approach as follows:

1.
Measure the signal strength of each RF channel in the selected PLMN using RLA_C. 

2.
For each of the strongest RF channels measured RLA_EC for the strongest EC-BCCH carrier.

In the second step only the RF channels that are no more than CELL_SELECTION_RLA_MARGIN dB below the strongest estimated RF channel needs to be considered.

The next two sub-clauses present the cell selection performance that was recorded during a simulation campaign for evaluation of cell selection performance when following the mentioned procedures.
24.2.2.3.2
GPRS/EGPRS

As EC-GSM-IoT is fully backwards compatible and intended to coexist with (E)GPRS devices also (E)GPRS cell selection performance was evaluated in 1/3, 3/9 and 4/12 frequency reuse scenarios. The table below summarizes the performance and it is seen that the cell selection procedure selects the best ARFCN with a likelihood of 87-88 %, and is fairly insensitive to the frequency reuse. This can be understood as a consequence of the symmetric cell plan used in the network simulator, leading to a similar power ratio between the simulated ARFCNs regardless of the frequency plan.

After ARFCN selection it was assumed that a (E)GPRS device selects the cell to camp on based on the first BCCH carrier it manages to synchronize to and read BSIC on. In high reuse systems with low interference ratio a device more or less always selects the optimal cell to camp on. In the 1/3 frequency reuse scenario with a high degree of interference the likelihood of selecting the optimal BCCH carrier is reduced down to 83.6 %.

The GPRS devices always manage to synchronize to and select a cell, even though it may not be an optimal cell from a signal strength perspective.
Table 24.2.2-1: The probability for a (E)GPRS device to select the optimal ARFCN, the optimal BCCH carrier or any BCCH carrier.
	Reuse
	1/3
	3/9
	4/12

	P(Best ARFCN selected) [%]
	87.2
	88.4
	87.9

	P(Best BCCH carrier selected) [%]
	83.6
	87.9
	87.7

	P(Any BCCH carrier selected) [%]
	100
	100
	100


The below figure depicts the CDF over the power of the selected BCCH carrier relative to the best BCCH carrier. For 3/9 and 4/12 reuse the curves are more or less identical. For 1/3 reuse the ratio is increased, or worsened, as a consequence of suboptimal BCCH carrier selections occurring even though the best ARFCN had been selected in the first step.
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Figure 24.2.2-2: Selected BCCH carrier to best BCCH carrier power ratio
Although the performance presented indicates a certain likelihood of selecting a suboptimal cell, the sourcing company believes that this in general is not a major issue in a PS only network. The cell selection performance depicted for 4/12 reuse should correspond to what typical GSM/EDGE networks and devices experiences today. The increase when going to 1/3 reuse in suboptimal selections is not dramatic, and is expected to be of minor concern but still deserves attention in case an operator strives to implement a 1/3 BCCH frequency reuse.
24.2.2.3.3
EC-GSM-IoT

For EC-GSM-IoT the ARFCN selection performs similar to what was presented above for (E)GPRS. But what is important is that the BCCH carrier selection has improved as a consequence of the RLA_EC procedure. Higher propability numbers are observed for all studied scenarios. An improvement in the selected BCCH carrier relative to the best BCCH carrier power is also observed for the 1/3 reuse when comparing GSM with EC-GSM-IoT performance in figures 24.2.2-2 and 24.2.2-3.
It can again be noticed that in virtually all cases the device selects a cell, even though it is sub-optimal in ~10 % of the cases.
Table 24.2.2-2: The probability for an EC-GSM-Iot device to select the optimal ARFCN, the optimal BCCH carrier or any BCCH carrier.
	Reuse
	1/3
	3/9
	4/12

	P(Best ARFCN ranked 1st) [%]
	86.5
	85.8
	86.8

	P(Best BCCH carrier selected) [%]
	89.3
	89.7
	90.1

	P(Any BCCH carrier selected) [%]
	99.9
	99.9
	99.9
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Figure 24.2.2-3: Selected BCCH carrier to best BCCH carrier power ratio.
Furthermore by increasing the number of samples taken when estimating RLA_EC from five to 10, the likelihood of selecting the best BCCH carrier improves further up to 92.6% in the critical 1/3 frequency reuse network, as seen in table 24.2.2.2-3

Table 24.2.2-3: The probability for an EC-GSM-Iot device to select the optimal ARFCN, the optimal BCCH carrier or any BCCH carrier when increasing the number of RLA_EC measurment samples.
	Number of samples taken for RLA_EC
	5
	10

	P(Best ARFCN ranked 1st) [%]
	86.5
	86.5

	P(Best BCCH carrier selected) [%]
	89.3
	92.6

	P(Any BCCH carrier selected) [%]
	99.9
	99.9


24.2.2.4
Cell reconfirmation

24.2.2.4.1
GPRS/EGPRS

One important trigger for cell reselecton is failure to reconfirm the serving cell. Annex ZF.5 presents an analysis of GSM/EDGE performance in terms of cell reconfirmation when a devices wakes up e.g. after eDRX or PSM in a reduced BCCH frequency allocation network. A summary of the results is presented in table 24.2.2-4, figure 24.2.2-4, figure 24.2.2-5 and figure 24.2.2-6.

The overall synchronization success rate and time to synchronization to the serving cell are presented in below table for the investigated frequency reuse scenarios.

Table 24.2.2-4: Successful synchronization ratio.
	Reuse
	4/12
	3/9
	1/3

	Success rate
	99.9 %
	99.9 %
	98.7 %

	Synch time, 50th 
	0.031 s
	0.031 s
	0.033 s

	Synch time, 99th 
	0.093 s
	0.123 s
	0.321 s


The next two figures depicts CDFs over the time until synchronization to the serving cell, the synchronization time and frequency offsets after FCCH detection. 
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Figure 24.2.2-4: Total time to synchronization for 1/3, 3/9 and 4/12 frequency reuse
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Figure 24.2.2-5: Residual time (left) and frequency (right) offset after FCCH detection

During the search for the serving cell FCCH and SCH a device may detect the FCCH from a neighboring cell and successfully decode its SCH and read the BSIC. The below figure depicts the likelihood of decoding neighboring cells SCH and BSIC. Since a cell reconfirmation scenario was studied each device was configured to continue its search for the serving cell SCH upon detecting that the decoded BSIC did not match the serving cell BSIC. As a result a device may decode neighboring SCHs multiple times before receiving the serving cell SCH and confirming its BSIC. This is illustrated in the below figure for the three studied frequency reuses.
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Figure 24.2.2-6: Likelihood of decoding the BSIC of a neighboring cell with different BSIC than the serving cell.
In case a decoded neighboring SCH is configured with the same BSIC as the serving cell a device will not detect that it has synchronized to new cell. This unwanted event is known as BSIC confusion. A BSIC plan based on eight unique BSICs was configured for each reuse. The BSIC plan for the 1/3 frequency reuse is illustrated in Annex ZF.2. The below table presents the likelihood of BSIC confusion for each reuse. It can be concluded that even for this tight BSIC plan, BSIC confusion is not an issue in case of stationary devices attempting to reconfirm the serving cell.

Table 24.2.2-5: Likelihood of BSIC confusion.

	Reuse
	4/12
	3/9
	1/3

	Likelihood of BSIC confusion
	0%
	0%
	< 0.1%


24.2.2.4.2
EC-GSM-IoT
Annex ZF.5 also presents an analysis of EC-GSM-IoT performance in the mention cell reconfirmation scenario in a reduced BCCH frequency allocation. A summary of the results is presented in table 24.2.2-5, and figure 24.2.2-7, 24.2.2-8, and 24.2.2-9.

The overall synchronization success rate and time to synchronization to the serving cell are presented in below table for the investigated frequency reuse scenarios.

Table 24.2.2-6: Successful synchronization ratio.
	Reuse
	4/12
	3/9
	1/3

	Success rate
	100%
	99.9%
	99.2%

	Synch time, 50th 
	0.198 s
	0.199 s
	0.208 s

	Synch time, 99th 
	0.664 s
	0.709 s
	1.411 s


Figure 24.2.2-7 and figure 24.2.2-8 depicts CDFs over the time until synchronization to the serving cell, the synchronization time and frequency residual offsets after FCCH detection. 
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Figure 24.2.2-7: Total time to synchronization for 1/3, 3/9 and 4/12 frequency reuse
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Figure 24.2.2-8: Residual time (left) and frequency (right) synchronization offset after FCCH detection
The overall impact on EC-GSM-IoT synchronization performance from going to 4/12 via 3/9 to 1/3 frequency reuse is limited both in case of time to synchronization and the residual time and frequency errors. 

The impact on performance from a BSIC and TSC plan using only 8 unique BSIC code points has also been investigated. For 4/12 and 3/9 frequency reuse no recordings of decoding of neighboring cells EC-SCH were made. For 1/3 frequency reuse around 7% of the users will decode the BSIC of at least one neighboring cell, as presented in figure 24.2.2-9.  No occurrences of so called BSIC confusions were however recorded. Also these results indicate the feasibility for support of a reduced BCCH frequency allocation. 
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Figure 24.2.2-9: Likelihood of detecting a neighbouring cell with different BSIC than the serving cell.
24.2.3
Common control channel performance

24.2.3.1
General

The simulator used is described in Annex ZF.3.

Simulation assumptions and a more extensive presentation of the results can be found in Annex ZF.6.

The results are presented showing:

-
Resource Usage

-
This represents the average amount of bursts used per user, including all transmissions per system access attempt.

-
Also, the % used of the overall resources available on a single TS used for (EC-)CCCH is shown.

-
Common control signaling delay

-
The delay includes time from initial (EC-)RACH transmission to a received matching Immediate Assignment.

-
Failed attempts

-
This represents the percentage of the attempts that were not successful, after the maximum attempts.

-
Coverage class distribution (only applicable to EC-GSM-IoT)
-
This shows the % of devices ending up in different coverage classes for 33 dBm and 23 dBm devices respectively, with the coverage class thresholds used in the simulations for the respective frequency re-use factor.
24.2.3.2
GPRS/EGPRS
24.2.3.2.1
Resource usage

There is a clear visible increase in the number of bursts required on average for a successful system access attempt when going from a 12 or 9 re-use to a 3 re-use. Still the increase is limited to around 15% on the DL and 20% on the UL. 

Table 24.2.3-1: Resource usage for GPRS/EGPRS on the downlink and uplink
	BCCH 
Re-use
	Resource usage 
DL [#bursts]
	Resource usage 
UL [#bursts]

	12
	4.0
	1.0

	9
	4.0
	1.0

	3
	4.6
	1.2


In table 24.2.3-2 the resource usage is instead presented as the resources used out of all resources available for CCCH. It is here assumed that AGCH and PCH can take up 9 blocks on the CCCH (as per maximum configuration, without BCCH Ext, and blocks reserved for access grant).

Table 24.2.3-2: Resource usage for GPRS/EGPRS on the downlink and uplink
	BCCH 
Re-use
	Resource usage 
DL [#bursts]
	Resource usage 
UL [#bursts]

	12
	14.1%
	2.5%

	9
	14.1%
	2.5%

	3
	16.2%
	3.0%


24.2.3.2.2
Common control signaling delay
The common control signaling delay is shown in figure 24.2.3-1. As can be seen, the 95% of the users experience lower delay than 40 ms in all cases.
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Figure 24.2.3-1: Common control signaling delay, GPRS/EGPRS
24.2.3.2.3
Failed attempts

The failed attempts in all scenarios were shown to be below 0.1%.
24.2.3.3
EC-GSM-IoT

24.2.3.3.1
Resource usage
As can be seen, the difference between 12 and 9 re-use is quite small, or not visible, while the change from a 9 re-use factor to a 3 re-use factor has a rather large relative impact on the results on the DL, and for 23 dBm devices on the UL. The reason that the resource usage is increased on the DL is due to the BCCH layer transmitting constantly on all resources. Using power savings on the BCCH layer up to 6 dB helps, but the overall interference situation still reflects a rather highly loaded system. On the UL, the requirement on constant transmission does not exist, but for 23 dBm devices, more would have to use repetitions to reach the network, which increases resources usage. Still, it should be noted that the out of coverage level is not different for 33 dBm devices and 23 dBm devices, implying that 23 dBm devices can cope with the network deployment, even if resource usage is significantly increased compared to the 33 dBm device deployment.

Table 24.2-3: Resource usage for EC-GSM-IoT on the downlink and uplink, 33 / 23 dBm

	BCCH 
Re-use
	Resource usage 
DL [#bursts]
	Resource usage 
UL [#bursts]

	12
	2.3 / 2.3
	1.1 / 1.7

	9
	2.3 / 2.3
	1.1 / 1.8

	3
	3.3 / 3.3
	1.3 / 2.6


Table 24.2-4: Percent of resources available for EC-GSM-IoT on the downlink and uplink, 33 / 23 dBm

	BCCH 
Re-use
	% of resources
DL [#bursts]
	% of resources 

UL [#bursts]1

	12
	10.2 / 10.2
	3.5 / 5.3

	9
	10.2 / 10.2
	3.5 / 5.6

	3
	14.7 / 14.7
	4.1 / 8.2

	NOTE1: 
Considering that the EC-RACH is based on slotted ALOHA, the resource usage per user cannot directly be translated to overall resource usage. Hence, the estimate should be considered an upper limit (in case no collissions occur)


24.2.3.3.2
Common control signaling delay
In figure 24.2.3-2 the delay seen on the common control channel is presented for both simulated cases of 100% 33 dBm MS penetration and 100% 23 dBm MS penetration. As can be seen, 95% of the users experience lower delay than 100 ms in all cases, except for 3-re-use where the 95 percentile is around 500 ms.
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Figure 24.2.3-2: Common control signaling delay, 33 dBm
24.2.3.3.3
Failed attempts

The failed attempts in all scenarios were shown to be below 0.1%.

24.2.3.3.4
Coverage class distribution
The coverage class distribution for the regular planner is shown in table 24.2.3-5 and table 24.2.3-6.
Table 24.2.3-5: Coverage class distribution on UL for 33 dBm / 23 dBm [%]

	BCCH 
re-use
	CC1
	CC2
	CC3
	CC4

	12
	99.5 / 94.6
	0.4 / 4.0
	0.1 / 0.8
	<0.1 / 0.7

	9
	99.4 / 94.0
	0.5 / 4.4
	0.1 / 0.9
	<0.1 / 0.8

	3
	99.1 / 93.0
	0.7 / 4.9 
	0.1 / 1.1
	<0.1 / 1.0


Table 24.2.3-6: Coverage class distribution on DL for 33 dBm / 23 dBm [%]
	BCCH 
re-use
	CC1
	CC2
	CC3
	CC4

	12
	98.7 / 98.8
	1.2 / 1.1
	0.1 / 0.1
	<0.1 / <0.1

	9
	98.4 / 98.5
	1.4 / 1.3
	0.2 / 0.1
	<0.1 / <0.1

	3
	95.6 / 95.8
	3.1 / 3.1
	1.3 / 1.2
	<0.1 / <0.1


24.2.4
Data traffic and control channel performance 

24.2.4.1
General
The simulator used is described in Annex ZF.4.

Simulation assumptions and a more extensive presentation of the results can be found in Annex ZF.7.

The results are presented showing:

-
Resource Usage

-
Average amount of PDCH DL and UL TS resources required on average per cell in the system.

-
Latency of MAR periodic reports 
-
The latency includes time to transfer the message excluding common control signaling delay.

-
Latency of DL application Ack
-
Latency is measured from the time an application layer DL ACK is received at the base station until the time when the device has successfully received the application layer DL ACK.

-
Failed attempts

-
The percentage of the attempts that were not successful, i.e. did not manage to get the report through during 20 seconds.

-
Uplink capacity

-
Uplink capacity is defined as “spectral efficiency in number of reports/200 kHz/hour”.

-
Coverage class distribution (only applicable to EC-GSM-IoT)
-
This shows the % of devices ending up in different coverage classes for 33 dBm and 23 dBm devices respectively, with the coverage class thresholds used in the simulations for the respective frequency re-use factor.
24.2.4.2
GPRS/EGPRS

24.2.4.2.1
PDCH resource usage

24.2.4.2.2
Latency 
The latency on uplink and downlink are shown in figure 24.2.4-1. The delays are increasing with tighter frequency re-use, as expected. The “knees” visible in the uplink distribution are due to the three different packet sizes used in the traffic model. 
[image: image14.png]CDF [%]

100

99

98

97.5

Uplink Transmission Delay

’/‘,J—

Re-use = 3

======== Re-use=9

=i=i==== Re-use =12

Delay distribution [s]

10



[image: image15.png]CDF [%]

92

91

Downlink Transmission Delay

920

Re-use = 3

====-Re-use =9
===~ Re-use = 12

Delay distribution [s]

10




Figure 24.2.4-1: Uplink (left) and downlink (right) transmission delay for 33 dBm 
24.2.4.2.4
Failed Attempts
No failed attempts were recorded.
24.2.4.2.5
Capacity
This definition is made with a standalone CIoT system in mind. The system in this evaluation serves only one traffic type (MTC traffic), but the event intensities and packet sizes differ on the downlink and uplink. On the downlink all packet sizes are the same (45 bytes), and have the intensity of 1.4 reports per sector and second. On the uplink the packet sizes are ‘randomly’ picked from 40, 150 or 1200 bytes and have the intensity of 3 reports per sector and second. Due to the mix of packet sizes and different intensities on uplink and downlink the capacity definition may be less meaningful, but anyway an attempt has been made to present the capacity for the combined intensity of 5.4 reports per sector and second. It should be noted that the measure is not really a capacity measure since it does not reflect the capacity limit of the system but rather at an assumed fixed load.
Table 24.2.4-1: Capacity
	BCCH

Re-use
	Capacity

[reports/200kHz/hour]

	12
	1620

	9
	2160

	3
	6480


24.2.4.3
EC-GSM-IoT

24.2.4.3.1
PDCH resource usage

As can be seen in Table 24.2.4-2 the downlink PDCH resource usage for EC-GSM-IoT is almost the same for a re-use factor of 9 and 12 for both 33 dBm and 23 dBm devices and for both SINR and carrier based downlink coverage class selection. When changing from 12 to 3 re-use the downlink PDCH resource usage is increased 2.0 times for SINR and 2.2 times for carrier based downlink coverage class selection.  

The uplink PDCH resource usage is between 1.8 and 1.9 times higher for 23 dBm devices than 33 dBm devices. When changing from 12 to 3 re-use the uplink PDCH resource usage is increased between 6 and 10 %.
Table 24.2.4-2: PDCH resource usage for EC-GSM-IoT on the downlink and uplink, 33 / 23 dBm

	BCCH 
Re-use
	Resource usage 
DL [#TS]
	Resource usage 
UL [#TS]

	
	SINR CC DL
	Carrier CC DL
	SINR CC DL
	Carrier CC DL

	12
	0.35 / 0.35
	0.35 / 0.36
	0.85 / 1.60
	0.84 / 1.59

	9
	0.37 / 0.37
	0.37 / 0.38
	0.85 / 1.59
	0.85 / 1.60

	3
	0.70 / 0.68
	0.75 / 0.73
	0.91 / 1.69
	0.92 / 1.68


24.2.4.3.2
Latency of MAR periodic reports

The latency of MAR periodic reports is represented by the latency of the data transfer, i.e. the common control signaling delay is not included. In Figure 24.2.4-2 it can be seen that few users will experience an increased delay when changing from 12 to 3 re-use. It can also be seen that 23 dBm devices will experience a larger delay than 33 dBm devices.
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Figure 24.2.4-2: Uplink transmission delay for 33 dBm (left) and 23 dBm (right)
24.2.4.3.3
Latency of Downlink Application Ack

A few users will experience an increased Downlink Application Ack delay when going to tighter re-use as seen in Figure 24.2.4-3. It can be noted that the Downlink Application Ack delay for 9 and 12 re-use is almost the same for the two downlink coverage class selection cases. However, for 3 re-use the delay is larger with carrier based selection compared to the SINR based selection.The Downlink Application Ack delay is almost the same for 23 dBm as for 33 dBm devices.
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Figure 24.2.4-3: Downlink Application Ack delay for 33 dBm (left) and 23 dBm (right)
24.2.4.3.3
Failed attempts

At the traffic load 6.81 users per cell and second and device output power of 33 dBm, the percentage of failed attempts (i.e., the report did not get delivered within 20 seconds) is found to be less than 0.1 % in all scenarios.
24.2.4.3.4
Capacity

Capacity is here calculated as 

(#sent reports per sector per hour)*(1 - failed attempts)/reuse
As can be seen from Table 24.2.4-3, the 3-reuse scenario has four times capacity  than the 12-reuse scenario, as expected considering the change in re-use factor, and the fact that almost no reports fails to be delivered. The capacity for the 23 dBm is a little higher than the capacity for the 33 dBm case and even higher than the theoretical capacity of 8172 for 6.81 users per cell and second due to randomization. 

It should be noted that this measure is not really a capacity measure since it does not reflect the capacity limit of the system but rather at an assumed fixed load.
Table 24.2.4-3: Capacity for EC-GSM-IoT at 6.81 users per cell and second
	BCCH 
Re-use
	Capacity for 33 dBm devices

[reports/200kHz/hour]
	Capacity for 23 dBm devices

[reports/200kHz/hour]

	
	SINR CC DL
	Carrier CC DL
	SINR CC DL
	Carrier CC DL

	12
	2038
	2038
	2055
	2055

	9
	2724
	2725
	2738
	2738

	3
	8150
	8150
	8220
	8219


24.2.4.3.5
Coverage Class Distribution

Table 24.2.4-4 summarizes the DL and UL coverage class distribution for the 3, 9 and 12 re-use scenarios for 33 dBm and 23 dBm devices for both SINR and carrier based downlink coverage class selection. 
When changing from 12 to 3 re-use more devices need to use higher coverage classes. Due to the lower output power more 23 dBm devices will use higher coverage classes than 33 dBm devices.

Table 24.2.4-4: EC-PDTCH coverage class distribution for 33 / 23 dBm [%]
	BCCH 
Re-use
	Coverage class
	Distribution of users in DL

[%]
	Distribution of users in UL

[%]

	
	
	SINR CC DL
	Carrier CC DL
	SINR CC DL
	Carrier CC DL

	12
	CC1
	98.2 / 98.3
	98.5 / 98.6
	97.5 / 83.8
	97.5 / 83.8

	
	CC2
	1.8 / 1.7
	1.5 / 1.4
	1.8 / 9.2
	1.8 / 9.2

	
	CC3
	<0.1 / <0.1
	<0.1 / <0.1
	0.5 / 3.9
	0.5 / 3.9

	
	CC4
	<0.1 / <0.1
	<0.1 / <0.1
	0.2 / 3.1
	0.2 / 3.1

	9
	CC1
	97.0 / 97.0
	97.5 / 97.6
	97.5 / 84.1
	97.5 / 84.1

	
	CC2
	3.0 / 3.0
	2.3 / 2.3
	1.8 / 9.0
	1.8 / 9.0

	
	CC3
	<0.1 / <0.1
	0.1 / 0.1
	0.5 / 3.8
	0.5 / 3.9

	
	CC4
	<0.1 / <0.1
	<0.1 / <0.1
	0.2 / 3.1
	0.2 / 3.0

	3
	CC1
	78.3 / 78.7
	86.4 / 86.5
	97.6 / 84.5
	97.6 / 84.4

	
	CC2
	21.6 / 21.2
	11.1 / 11.1
	1.7 / 8.8
	1.7 / 8.9

	
	CC3
	0.1 / 0.1
	1.3 / 1.3
	0.5 / 3.8
	0.5 / 3.8

	
	CC4
	<0.1 / <0.1
	1.2 / 1.1
	0.2 / 2.9
	0.2 / 2.9


Table 24.2.4-5: BT_Threshold_DL for Carrier and SINR CC DL 
	BCCH 
Re-use
	BT_Threshold_DL
[dB]

	
	SINR CC DL
	Carrier CC DL

	12
	9
	-103

	9
	9
	-101

	3
	9
	-92


24.3
Conclusion

The impact on GPRS/EGPRS as well as EC-GSM-IoT when reducing the spectrum allocation from a 4/12 re-use BCCH layer, down to a 1/3 re-use has been investigated by means of link level and system level simulations. The main scope of the investigation has been to serve Machine-Type-Communication, which has been modeled with small packet data transfers with the devices being stationary in the network.

The system impact has been evaluated by three main system aspects: Idle mode procedures, Common control channels and Data traffic channels and their associated control channels.

It has been shown that the GSM system can operate well in these conditions. Comparing a 4/12 re-use and a 3/9 re-use the difference in system performance is usually low, or insignificant. 

However, when comparing a 3/9 to a 1/3 re-use, a clear impact is typically seen in all metrics investigated, but the impact is still at acceptable levels, and typically the degradation is most visible for a small percent of the overall MS population. For example, the time to synchronize to a cell is increased by roughly 5% for the 50th percentile, while roughly a doubling of the time is observed for the 99th percentile. Resource usage on the common control channels and data traffic channels are roughly increased by 15-20% for GPRS/EGPRS, while for EC-GSM-IoT the impact is roughly 40-100%. For EC-GSM-IoT, the devices are operating both in a tight frequency re-use and being deployed in challenging coverage conditions which will increase the use of blind physical layer transmissions (used to combat both coverage and interference by increasing processing gain at the receiver), and by that increasing the resource usage. Either no, or an insignificant number (0.1%) of, failed attempts to synchronize to the network, perform packet access procedure, or completing application transfer have been observed.
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ZF.1.2
Working assumptions for network simulations

Table ZF.1-1: Working assumptions for network simulations
	Nr
	Working assumption

	WA1
	The traffic to be carried by the tight reuse network is MTC traffic.

	WA2.1
	The network will serve a mix of EC-EGPRS and legacy GPRS MTC devices.

	WA2.2
	The legacy GPRS MTC devices are assumed to support a max output power of 33 dBm.

	WA3
	The traffic models for MAR periodic and Network Command (see [1]) will be used for EC-EGPRS.

	WA3b
	The aggregate traffic model proposed in Annex ZF.8 will be used for legacy GPRS MTC.

	WA4
	Legacy PS devices are modeled by GPRS, optionally using EGPRS MCS-1-4. If EGPRS is used, no IR functionality shall be assumed activated.

	WA5.1
	EC-EGPRS devices supporting only GMSK modulation shall be evaluated. These are modeled by EGPRS MCS-1-4 using type 2 HARQ and blind physical layer transmissions.

	WA5.2
	EC-EGPRS devices supporting GMSK and 8PSK modulation may be evaluated. These are modeled by EGPRS MCS-1-9 using type 2 HARQ and blind physical layer transmissions.

	WA6
	The impact of a tighter frequency reuse on network synchronization performance shall be investigated for both EC-EGPRS MS and legacy GPRS MS.

	WA6.1
	Network synchronization performance shall be investigated 

for a relevant range of coupling losses,

with realistic interference models where SINR levels are reflecting the assumed and relevant network parameters, such as frequency reuse, and,

where the logical channels are correctly mapped on both wanted and interfering signals

	WA6.1.1
	For EC-EGPRS, network synchronization performance at coupling losses 164 dB, 154 dB and 144 dB shall be investigated.

	WA6.1.2
	For legacy GPRS, network synchronization performance at coupling loss 144 dB shall be investigated.

	WA6.1.3
	Interference models shall capture expected interference types, including a sufficient number of co- and adj-channel interferers as well as thermal noise, and signal levels expected in a GSM system for the investigated frequency reuse. It shall be verified that the number of modelled interferers is sufficient.

	WA6.1.4
	The timing of each BCCH carrier is assumed to be random and uniformly distributed.

	WA6.2
	Except for what is stated in WA6.1, the definitions, assumptions and metrics specified in subclause 5.3.4 of [1] shall be followed when investigating network synchronization performance.

	WA7
	The impact of a tighter frequency reuse on random access performance shall be investigated for both EC-EGPRS MS and legacy GPRS MS. 

	WA7.1
	When evaluating random access performance, latency shall be referred to as the Common Control Signaling Delay defined as the time from when the device application triggers a first access request until a response with a valid random reference has been received on (EC-)AGCH.

	WA7.2
	The methodology in subclause 5.3.5 of [1] shall be followed for RACH evaluation except for:

No BPL applied to legacy GPRS (see WA10)

BPL model 1 with inter-site correlation coefficient 0.5 applied to EC-EGPRS (see WA11)

	WA8
	The impact of a tighter frequency reuse on user data traffic performance shall be investigated for both EC-EGPRS MS and legacy GPRS MS. 

	WA8.1
	The methodology in subclause 5.2.1 and 5.2.2 of [1] shall be followed for data traffic capacity evaluation except for:

Only the traffic models MAR Periodic and Network Command shall be used (see WA3 and WA3b)

No BPL applied to legacy GPRS (see WA10)

BPL model 1 with inter-site correlation coefficient 0.5 applied to EC-EGPRS (see WA11)

	WA8.2
	The methodology in subclause 5.3.2 and 5.3.3 of [1] shall be followed when investigating user data traffic latency.

	WA9
	The impact of a tighter frequency reuse on cell reselection performance shall be investigated for both EC-EGPRS MS and legacy GPRS MS.

	WA9.1
	Cell reselection performance can either be investigated as part of the evaluations of user data traffic performance (see WA8) or as a separate evaluation.

	WA9.2
	Cell reselection shall be based on realistic models of neighbor cell measurements in idle mode and (legacy GPRS only) packet transfer mode. The models shall be described together with presented simulation results.

	WA9b
	The impact of interferers using blind physical layer transmissions should be investigated when modeling synchronized networks. 

	WA10
	No BPL is applied to GPRS.

	WA11
	BPL model 1 with inter-site correlation coefficient 0.5 of [1] is applied to EC-EGPRS.

	WA11b
	In network synchronization performance simulations with 100 % fraction of legacy GPRS MS, an ISD of 7500 m shall be investigated in addition to the ISD of ~1732 m.

	WA11c
	A MS antenna gain of 0 dBi shall be used for legacy GPRS MS.

	WA12
	The target device density per cell (=sector) is the same as in [1] (i.e., 52547 devices per cell). This refers to the sum of legacy GPRS devices and EC-EGPRS devices.

	WA13
	Different fractions of EC-EGPRS MS and GPRS MS will be investigated. 100 % fraction of legacy GPRS devices will be investigated. 0 % fraction of legacy GPRS devices will be investigated.

	WA13b
	In system capacity evaluations, a total protocol overhead of all protocols below application layer and above SNDCP layer of 65 bytes is assumed.

	WA14
	Unless otherwise specified in other working assumptions, the simulation assumptions in Annex C and Annex D of [1] shall be used for EC-EGPRS.

	WA15
	Unless otherwise specified in other working assumptions, the simulation assumptions in Annex C and Annex D of [1] shall be used for legacy GPRS.
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ZF.2.2
Introduction

The purpose of this discussion paper is to describe a new simulator dedicated to investigate (E)GPRS, and EC-GSM-IoT, network synchronization. The ability to configure TSC and BSIC plans is also described.
ZF.2.3
Simulator description

ZF.2.3.1
General

In the FS_IoT_LC SI synchronization performance was investigated in a sensitivity limited scenario to capture performance at the coverage limit of the proposed candidate solutions. Results for EC-GSM-IoT are captured under the name EC-EGPRS in sub-clause 6.2.6.1 of TR 45.820 [1].

The scope for the EC-GSM-IoT WI is expanded compared to the FS_IoT_LC SI, in that performance in tight frequency reuse is to be investigated. It is therefore expected that sensitivity limited simulations is not sufficient to capture effects expected on synchronization performance from interference due to tightening of the frequency reuse. 

The EC-GSM-IoT/(E)GPRS link level simulator developed during the FS_IoT_LC SI has therefore been integrated in a network simulator where a full EC-GSM-IoT or GSM system can be configured and interference generated accordingly. The simulator is designed to evaluate network synchronization performance. It can also be easily modified to evaluate cell selection, as presented in GP-160270, Cell Selection Performance for (E)GPRS and EC-GSM-IoT. 

Since EC-GSM-IoT is backwards compatible and expected to co-exist with GSM it is required to, in addition to modelling EC-GSM-IoT performance, also study legacy (E)GPRS performance. The simulator is capable of evaluating both technologies.
ZF.2.3.2
Network configuration and plan

The simulator is capable of modelling the GSM/EC-GSM-IoT BCCH layer, using a configurable frequency, normal burst TSC and BSIC plan. Typically special importance is given to the frequency plan, but in this context also the BISC plan is of high importance since the BSIC is the cell identifier used at cell selection and synchronization.

Below is illustrated a BSIC and normal burst TSC plan, using 8 unique BSICs and TSCs, when a 1/3 frequency reuse pattern is configured in a network consisting of 16 sites and 48 three sector cells. Each site is marked as a star (*) and each frequency and BSIC pair is marked as fx,by where x and y denotes the assigned ARFCN and BSIC numbers. The ARFCN is selected from the set {1,2,3} and the BSIC from the set {1,2,3,4,5,6,7,8}, using decimal encoding. The TSC was selected from TSC set 1 and use same plan as the BSIC.

It is worth to notice that both GSM and EC-GSM-IoT uses a single Extended TSC on the SCH and a single Extended TSC on the EC-SCH (see 3GPP TS 45.002). So the below TSC plan is only applicable on the normal bursts mapped on the 51-multiframe structure of the BCCH carrier.
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Figure ZF.2.3-1: Frequency, BSIC and TSC plan in a 1/3 frequency reuse network
Furthermore, to align with the work done during the FS_IoT_LC SI the network was in general configured in accordance with the settings agreed for system level simulations captured in Table D.1. “Assumptions for system level simulations” in TR 45.820. When legacy (E)GPRS performance was studied it should be noted that no Building penetration loss (BPL) was modelled (see WA10 in Annex ZF.1), the MS antenna gain was set to 0 dBi (see WA11c in Annex ZF.1) and the cell radius was set to 577 or 2500 meter (see WA11b in Annex ZF.1).

ZF.2.3.3
Mapping and timing of logical channels 

To mimic real network performance the simulator supports a correct mapping of the logical channels onto the BCCH carrier 51-MF structure. Support for both GSM 51-MF containing the FCCH and SCH being mapped on Time slot 0 (TS) and the EC-GSM-IoT 51-MF containing e.g. the EC-SCH mapped on TS 1 is implemented. The EC-CCCH/D on TS 1 was modelled as normal burst repeated twice to capture the EC-AGCH and EC-PACH Coverage Class 1 dual burst blocks. See 3GPP TS 45.002 for a detailed description of the mapping of logical channels onto the 51-MF.
The starting frame number for each modelled BCCH carrier was selected randomly according to a uniform distribution. 

ZF.2.3.4
Relevant range of coupling loss

In the FS_IoT_LC SI a inter site distance of 1732 meter, corresponding to a cell radius of 577 meter, was modelled. When combining the distance dependent path loss with shadow fading and building penetration loss (BPL), a Maximum Coupling Loss (MCL) of 164 dB was targeted, and achieved with EC-GSM-IoT.

When investigating impact on legacy devices it is assumed that BPL does not apply, and that the antenna gain is set to 0 dBi. Note that loss of 4 dB was assumed in the FS_IoT_LC SI for EC-GSM-IoT devices due to the ultra-low cost and small form factor. As a result the MCL achieved with a cell radius of 577 m will not reach the desired 144 dB. To model the maximum coupling loss for legacy devices, the cell radius is increased to 2500 meter. This cell size gives a path loss model that, when combined with a lognormal shadow fading component with a standard deviation of 8 dB, will result in roughly 0.5% of all devices being at 144 dB coupling loss or beyond. This provides a background and an explanation to the agreed WA11b in Annex ZF.1.
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Figure ZF.2.3-1: Coupling loss at a cell radius of 2500 meters
ZF.2.3.5
Realistic interference model

In the simulator, a network is laid out according to the chosen configurations and a number of users are spread out over the system. For each user, the best serving cell, as well as all neighboring interfering cells, are found. Co-channel, and adjacent-channel (on both sides of the wanted signal) interferer types and levels are identified. For each user attempting to synchronize to a cell a wanted signal and a set of interfering signals are generated which are all independently faded and scaled with the applicable BS-to-MS gain (excluding fast fading). Thermal noise from the receiver is also added to the signal to model the radio environment as experienced by each user in the system. The signals are represented by an oversampled IQ trace, generated from a number of 51-multiframes (MF) with a frame structure according to the BCCH carrier.

At most 2n-2 adjacent interferers are generated in the simulator, where n equals the number of clusters configured. The number of co-channel interferers is at most n-1. To get sufficient statistics it is useful to simulate a system containing at least 9 clusters. In a 9 cluster system up to eight co-channel, eight adj.-plus and eight adj.-minus interferers may exist. Modelling all these interferers are however computational heavy, and make the simulation work impractical. It is hence desirable to minimize the number of modelled interferers, while not sacrificing result accuracy.

Figure ZF.2.3-2 shows the overall DL SINR CDF for a 1/3 frequency reuse system built on nine clusters. Each curve depicts the total SINR taking the x strongest co-channel, x strongest adj.-plus, x strongest adj.-minus interferers and thermal noise into account. It can be seen that modelling only the four strongest co-channel, four strongest adj.-plus, four strongest adj.-minus interferers have a small impact on the overall SINR characteristics. The median value is e.g. impacted less than 0.5 dB compared with modelling the eight strongest co-channels, eight strongest adj.-plus, and eight strongest adj.-minus interferers. At the important tail of the CDF approaching the lower SINR range the difference between the curves diminish further.
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Figure ZF.2.3-2: DL SINR CDF for one to eight interferers modelled in a 1/3 reuse system
To evaluate the impact from the number of modelled interferers on actual network synchronization performance more in detail, a full simulation was run. Again a 1/3 frequency reuse system was studied, where the number of modelled interferers was varied. The system was configured in accordance with Annex D of TR 45.820 with the exception that 100% legacy (E)GPRS users was simulated meaning that BPL was turned off and MS antenna gain was set to 0 dBi. The cell radius was set to 2500 meter. 

To compensate for the loss in interference energy, seen in figure ZF.2.3-2, when a reduced set of interferers are modelled an energy scaling of the modelled interferers was introduced so that the total energy remains unaffected by the number of modelled interferers. 

Figure ZF.2.3-3 depicts the time to synchronization for between one and six modelled interferers of each interferer type. It can be seen that the results are fairly insensitive to the modelled number of interferers. It seems to be the interfering energy that is of highest relevance for the time until synchronization. This may be explained by the simple energy detector used to detect presence of a FCCH burst. More details on the detector are given in sub-clause ZF.2.3.6.

In figure ZF.2.3-3 and figure ZF.2.3-4, results for time and frequency error after FCCH detection is presented. Also these results suggest that a reduced number of interferers can be modelled with limited and acceptable impact on accuracy. 
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Figure ZF.2.3-3: Time synchronization error in a 1/3 frequency reuse network, for variable number of modelled interferers
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Figure ZF.2.3-4: Frequency synchronization error in a 1/3 frequency reuse network, for variable number of modelled interferers
It can be noted that 5000 synchronization attempts was run when generating Figure 4, which explains the somewhat unstable performance depicted.
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Figure ZF.2.3-5: Time to synchronization in a 1/3 frequency reuse network, for variable number of modelled interferers (neighboring cells)
ZF.2.3.6
Receiver model

The EC-GSM-IoT FCCH detector and EC-SCH decoder have been inherited from the studies performed during the FS_IoT_LC SI on EC-GSM-IoT and captured in the TR 45.820 in sub-clause 6.2.6.1. EC-SCH performance is based on the so called alternative EC-SCH design where the requirement on phase continuity has been removed. EC-SCH support for the proposed Radio Frequency Colour Code (see e.g. GP-160292, “Introduction of Radio Frequency Colour Code”) is implemented.
The (E)GPRS FCCH detector is just as the EC-GSM-IoT version built around a FFT module computing the energy in frequency bins of gradually finer granularity. To keep the computational complexity low the FFT is implemented as a sliding DFT working on a four times down sampled signal. To make the detector insensitive to path gain, and to follow fading variations the energy in frequency f and burst b is calculated relative the energy in frequency f and burst n-1. If this relative energy exceeds a configured threshold it is assumed a FCCH is found. A know offset to the closest SCH is added, and the SCH is extracted and decoded. If the CRC fails, the search continues for the next FCCH instance.

The performance of the SCH decoder for a TU1.2 channel is presented below.
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Figure ZF.2.3-6: SCH TU1.2 performance in sensitivity limited scenario
Typical output from the simulator are time to first (EC-)SCH decoding, as depicted in figure ZF.2.3-5, and residual frequency and time error, as depicted in figure ZF.2.3-3 and figure ZF.2.3-4, for legacy (E)GPRS devices in a 1/3 frequency reuse scenario. The introduction of the BSIC plan also allows for studying the likelihood of detecting and synchronizing to sub-optimal cells configured with the same or a different BSIC as the optimal cell.
The false detection rate performance of the (E)GPRS receiver was also investigated. In simulation with random input a false detection rate of 9x10-5 was recorded for 25.000 iterations, where each iteration lasted two 51-multiframes.

ZF.2.4
Discussion and conclusions
This paper introduces a simulator dedicated to evaluation of (E)GPRS and EC-GSM-IoT network synchronization. Typical output from the simulator are presented for a 1/3 frequency reuse network in a scenario where a device wakes up and reconfirms its FCCH and SCH. 

The sourcing company believes this simulator serves as a good basis to model network synchronization procedures in a tight frequency reuse network, but also understands that the results presented are linked to the scenario investigated as well as the FCCH detector implemented and the (EC-)SCH performance modelled. 
It can finally be noted that the simulator was used to derive the synchronization and cell selection performance presented in Annex ZF.5 for 1/3, 3/9 and 4/12 frequency reuse networks.
ZF.3
Simulator for Common control channel evaluation

ZF.3.1
Tdoc reference
3GPP TSG GERAN WG1 #66

GP-150435

Sofia Antipolis, France

25th – 28th May, 2015

Source: Ericsson LM

Title: EC-GSM, Link modeling methodology for EC-RACH capacity evaluations (update of GPC150193)

ZF.3.2
General

Instead of using mapping tables to model link performance as traditionally used in system level simulations, a methodology is used where the link simulator is integrated in the system, so that a link simulator object is used for each radio link.

Effectively this can be seen as running thousands of parallel link level simulators, each with unique interferer profiles per transmitted block.

ZF.3.3
Minimizing execution time

ZF.3.3.1
General

Significant increase in computational complexity is expected when comparing the use of a link level based methodology compared to a mapping based methodology. Instead of basically handling a few scalars, and doing one or more table look-up(s) per user, signals are modeled down to IQ-sample level with channel propagation and demodulation of each block.

Hence, some simplifications are used to speed up the simulation time. Some general description is also provided below on interference modeling

ZF.3.3.2
Interferers

ZF.3.3.2.1
Interferer types

Only CCI (Co-Channel Interference) and first adj-channel interferer is modeled by the link simulator. Thus, any higher order adj-channel interferers are discarded. 

The interferer bursts are all modeled with random bits in the TSC symbol positions to model a non-synchronized network. Also, this is typically what is used in legacy L2S mapping procedures for GSM when generating the mapping tables.

ZF.3.3.2.2
Minimum number of interferers

In a system simulation there are typically a significant number of interferers experienced by each radio link. Due to the frequency re-use of the system, interferers at longer distance to the receiver will generally have lower gains. How different number and types of (e.g. co-channel and/or adj-channel) interferers impact the receiver performance is very dependent on the receiver architecture.

In conventional L2S mappings all interferers are typically converted to a corresponding co-channel interferer power and the L2S mapping only takes into account a total interferer power. For more advanced receiver architectures, utilizing e.g. some kind of interference suppression, this approximation is too coarse and the L2S mapping model need to be extended with e.g. the number of interferers, type of interferers and relative power of the interferers.

By integrating the link level simulator in the system level simulator the problem of correctly capturing these effects is no longer a concern. However, modeling all interferers in a system will require unnecessary processing power without adding value to the evaluation of the receiver performance.

The minimum number of interfering bursts that needs to be generated for each carrier burst is set to a fixed number per interfering class. 

‘Class’ is here referring to any difference in Tx-characteristics between interferers and/or interferer types. Thus, an EC-RACH CCI using a single transmission would be classified as a different class compared to a EC-RACH CCI using two transmissions. 

The minimum number used in the evaluations is set to three interferers per class.

So, for example, one possible combination could be:

3 {CCI, 1 Tx} + 3 {CCI, 2 Tx} + 1 {CCI, 4 Tx} + 3 {ACI+, 1 Tx} + 3 {ACI-, 1 Tx} + 1 {ACI-, 2 Tx} = 14 interferers modeled.
ZF.3.3.2.3
Requirement on modeled energy level

An additional requirement on the total interfering enery level in each class is also added. This is to ensure that at least a certain amount of the energy in each class is modeled. This would primarily ensure performance accuracy in cases where the number of interferers is higher than the minimum number modeled and the interferers are at similar signal levels. The requirement of minimum modeled energy will also result in interferers with low energy to be discarded but the total interfering level remain unchanged. 

ZF.3.3.2.4
Conservation of energy

Both when limiting the interferers based on a fixed number and/or a requirement on modeled energy level it is always the momentary, faded energy level that is used.

Further, in order to conserve interferer energy the remaining interferers are scaled based on the residual interferer power discarded per each class. Hence, no interference energy is lost, only the number of signals used to model the interference.

ZF.3.3.3
Oversampling

An oversampling rate of four has been used for evaluation of the link performance.

ZF.3.3.4
Pre-generation of bursts

To avoid the rather computational-heavy propagation of the radio channel of each user to each base station (this is needed for each carrier, but also for every interfering burst), pre-generation of bursts are used with the assumed channel propagation profile (TU 1.2 km/h).

Since the EC-RACH is a single block transmission (i.e. a user will only transmit one block and then turn to the CCCH DL to look for an assignment), with a time interval in-between attempts that exceed the time coherency of TU1.2, the generation of bursts will follow TU1.2 within a repetition interval, but a new channel realization is used between each repetition interval. 

ZF.3.3.5
Verification

ZF.3.3.5.1
General

Link level assumptions for the verification simulations are listed in table ZF.3.3-1.

Table ZF.3.3-1: Link level simulation assumptions

	Parameter
	Value

	Propagation condition
	TU1.2nFH

	MCS
	EC-RACH, 11-bit access

EC-RACH, Normal burst 48-bit access.

	Impairments
	Typical Tx/Rx

	# transmissions
	1

	Frames
	100,000

	Number of pre-generated bursts
	100,200,500,1000

	Min. interfering energy modeled
	20%, 40%, 60%, 80%, 100%

	Min. number of interferers modeled
	1, 2, 3

	Seeds
	20 different


Interferer scenarios used in the link level evaluation are described in table ZF.3.3-2.

Table ZF.3.3-2: Interferer scenarios

	Interferer 
scenario
	Interfering
signal
	Rel. power 
level
	TSC

	CCI-X
	CCI 1

CCI 2

…

CCI X
	0 dB

0 dB

…

0 dB
	none

none

…

none

	ACI-X
	ACI 1

ACI 2

…

ACI X
	0 dB

0 dB

…

0 dB
	none

none

…

none


The interferer model used is mostly used to construct a pessimistic scenario for verification. It should be noted that due to the methodology used, any interference scenario will be correctly modeled, and hence this is only to force a worst case scenario in terms of evaluating the impact on the limitation of number of interferers used, and in this regard, the scenario with equal power of all interferers, and having all interferers of the same type, is the scenario most impacted by the limitation.

All simulations are run with 20 different seeds when generating the bursts for the integrated link simulator. From the outcome of the simulations, a root mean square error is calculated to get an understanding of the modeling error caused by the simplification seen.

ZF.3.3.5.2
Sensitivity limited performance

The sensitivity performance for different number of pre-generated bursts has been used to understand the impact on the root mean square error (RMSE) introduced by the simplifications used.

As can be seen from figure ZF.3.3-1, using 1000 pre-generated bursts causes a RMSE of around 0.2 dB over the 20 seeds generated. This is seen as more than enough to model accurate EC-RACH performance, and hence is assumed to be used in all system level simulations.
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Figure ZF.3.3-1: Sensitivity performance
ZF.3.3.5.3
Interference limited performance

For the interference scenarios, more diversity is collected within one simulation due to the interference diversity and hence the conclusion from the sensitivity simulations of 1000 pre-generated frames is used in all simulations.

In figure ZF.3.3-2, CO-3 scenarios have been simulated for EC-RACH. This is considered to be a worst case scenario in terms of the number of interferers needed to model correct link level performance. The structure of the interfering signal is most impacted if the interfering levels are similar for the different interferers.

The number of external co-channel interferers has been set to 3 and different requirements on minimum level of total modeled signal energy have been scanned. 

The reference performance is the true performance from the link level simulator.

In the figures the performance difference (y-axis) is compared at 10% EC-RACH BLER to the performance with no limitation on interferers.
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Figure ZF.3.3-2: Different CO-interferers with one (top), and three (bottom) minimum number of interferers assumed

As can be seen, the RMSE of the performance difference is very small.

Based on these results it is concluded that for system level simulations, the minimum number of interferers can safely be set to 3, and the minimum modeled energy to 90 % in order to correctly model link performance. In the worst case scenario considered here, this ensures a RMSE modeling error of around 0.1 dB for CCI, and 0.2 dB for ACI.

ZF.4
Simulator for Data traffic and control channel performance

ZF.4.1
Tdoc reference

3GPP TSG GERAN WG1 #67
GP-150762
Yinchuan, P. R. China

10th – 14th, May, 2015

Source: Ericsson LM

Title: EC-GSM, Link modeling methodology for EC-PDTCH capacity evaluations (update of GPC150441)

ZF.4.2
Model

ZF.4.2.1
General

The link level performance is modeled by several mapping tables using a two-stage mapping.
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Figure ZF.4.2-1: Traditional mapping methodology for GSM

The first stage maps instantaneous SINR per burst to raw BER. This will consider impairments of different kinds, demodulator performance etc. Four instantaneous SINR values are collected for PS services in GERAN, representing the four bursts of a radio block.

The second stage typically maps the mean and standard deviation of the raw BER values of the different bursts (four bursts in case of a radio block) to a Block Error Rate Probability (BLEP). This is to reflect the impact of the channel coding of the MCS. Typically one mapping is required per MCS.

ZF.4.2.2
Mapping tables

ZF.4.2.2.1
First stage mapping (SINR ( BER)

The mapping tables used for the first stage mapping are based on single antenna performance. Impairment models, e.g. frequency offset, are used in the generation of the results. Since only one modulation type and one demodulator is considered there is no multitude of mapping tables for this reason. 

No separate mapping is used for repeated bursts (see how SINR is derived in this case in Section 3.3).

The mapping is done by linear interpolation of a tabulated SINR to BER values from link level simulations.

Two different mappings are used; one to represent interference limited scenarios, and one for sensitivity limited scenarios.

The different mapping tables are applied on a burst-by-burst basis. I.e. for a specific radio block, which consists of four bursts, some of the bursts could be taken from the interference mapping, and some from the sensitivity mapping.

An 18 dB suppression of adjacent channel interference is assumed to arrive at a corresponding co-channel interference level, in order to define SINR consistently. The same suppression is used in the system level simulations.

No specific interference suppression is used by the receiver, and hence no advanced mapping methodology with for example dominant-to-rest-of-interferer ratio is needed, as used for example in the SAIC study is needed. 
ZF.4.2.2.2
Second stage mapping (BER ( BLEP)

The second stage mapping is generated per used MCS. That is, one mapping is generated for MCS-1, MCS-2, MCS-3 and MCS-4 respectively.

This mapping is only dependent on the input bit error rates (BER), and hence the BER from both the sensitivity and interference limited first stage mapping is using the same second stage mapping.

To capture the impact on the error correction capabilities by the different code rates of the MCSs both the average BER and the standard deviation of the BER over the four bursts are collected. A high standard deviation indicates more diversity, and is typically favorable for MCSs with low enough code rate, while the opposite is true for MCSs with code rate close to 1.

ZF.4.2.2.3
Mapping choice

With these mappings figure ZF.4.2-1 can be expanded to what is shown in figure ZF.4.2-2. 

In the first stage mapping the mapping table is chosen based on sensitivity or interference per burst and instantaneous SINR value. In the second stage mapping, the mapping table is chosen based on the MCS used by the radio link.

[image: image30.png]L2s

_,)f/ L2S)terterence

N L2Ssonstsy
SINR, L2s BER?
SINR, L2s BER,
SINR, L2s BER,
SINR, L2s BER,

L2s

L2s

[ |mean(BER)
std(BER)

L25MCS—1

LZSMCS—Z

L25MCS—3

7

L2Sycs4





Figure ZF.4.2-2: L2S methodology and mapping selection
ZF.4.2.3
SINR handling

ZF.4.2.3.1
Blind repetition

In EC-GSM-IoT blind repetitions are performed when in extended coverage.  At the receiver side, the blind repetitions can be accumulated on IQ level or on soft bit level. How the receiver handles the multiple repetitions being received is implementation dependent.  To model this in a straightforward way the following approach is taken.

First, assume that the wanted signals are added coherently. This is the case for the EC-GSM simulations that have so far been provided within the study. The propagation channel is stationary/close to stationary during the IQ accumulation, so that coherent accumulation can be performed. This implies that the amplitudes of the signals are added, but the interfering signal/noise are added in terms of their powers, here the interference/noise is represented by n.  Assume further that a weight can be put to the received signals when combined and that noise is limiting the performance. This is shown in eq. 1.
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The combined SINR is maximized when the derivative of eq 1 is 0.
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This gives the result in eq. 3.
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    (3)

Insertion into eq 1 yields eq 4.
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Hence, the maximization of SINR occurs when the linear SINRs are summarized.

It can be noted that for EC-GSM-IoT and coherent IQ accumulation, s1 and s2 would be identical, and hence it is the ratio of interfering levels that is of importance for the signal combinations.

Equation 4 is used to model the accumulation of IQ samples and/or soft bits when using blind repetitions in the system level simulator.

The model in Figure 1 has been modified to describe this aspect in Figure 3.
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Figure ZF.4.2-3: SINR handling for MRC and blind repetition
ZF.4.2.3.2
MRC (uplink only)

Since the first stage mapping tables are based on single antenna performance, a conversion from single antenna SINR to experienced SINR by the uplink MRC receiver is needed.

This is modeled by eq. 5.
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ZF.4.3
Verification

The verification of the performance is only shown for UL sensitivity and multi-interference performance (DTS-2, see 3GPP TS 45.005). Other verification conditions can be found in the Tdoc reference, see subclause ZF.4.1.

ZF.4.3.1
Sensitivity

In figure ZF.4.2-4 the link level simulation (LLS) results are compared to the Link-to-system mapping approach. As can be seen, the agreement is good with a difference of less than 0.4 dB. 
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Figure ZF.4.2-4: Link Level Simulations (LLS) in sensitivity compared to Link-to-system mapping (L2S)
ZF.4.3.2
Multi-interference (DTS-2)

In ZF.4.2-5 the performance of the multi-interferer case DTS-2 case is verified. For the worst case, less than 0.5 dB difference is seen except for MCS-4 where the difference is less than 1 dB.
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Figure ZF.4.2-5: Link Level Simulations (LLS) in DTS-2 compared to Link-to-system mapping (L2S)
ZF.5
Results for Network synchronization evaluation

ZF.5.1
GPRS/EGPRS

ZF.5.1.1
Tdoc reference

3GPP TSG GERAN WG1 #70

GP-160269

Nanjing, P. R. China

23th – 27th, May, 2016
Source: Ericsson LM

Title: Impact on network synchronization for GPRS/EGPRS in a reduced BCCH spectrum allocation
ZF.5.1.1
Simulator configuration

The simulator was configured in accordance to the TR45.820 Annex D, and following the assumptions presented in Annex ZF.1. In total four co-channel interferers and eight adjacent channel interferers were modelled. As only legacy GPRS devices were investigated the following new settings are worth highlighting (see Annex ZF.1 for details behind the assumptions):
-
The MS antenna gain was set to 0 dBi .
-
Building penetration loss was turned off.

-
The cell radius was set to 2500 meter
, to reach a desired Maximum Coupling Loss of 144 dB, or to 577 m to follow the agreed working assumptions (see [2]).

-
For each configuration a full simulation with in total ~25 000 synchronization attempts from users spread out over the entire cell grid was simulated.
-
The scenario modelled was a cell reconfirmation scenario, where stationary devices e.g. after waking up from PSM or eDRX attempts to re-confirm its earlier camped on cell. It was assumed that the earlier camped on cell corresponds to the optimal cell from a path loss perspective.
-
Each device was configured to search during at most two 51-multiframes for an FCCH and SCH combination to reconfirm the BSIC of the serving cell. If no SCH was decoded successfully within this search time the attempt was registered as a failure. 
A BSIC plan was configured as elaborated in Annex ZF.3.
ZF.5.1.2
Results

Figure 1 below depicts the total search time before SCH is decoded successfully, i.e. when the device is synchronized, for 4/12, 3/9 and 1/3 reuse. Table ZF.5.1-1 presents the overall success rate and the 50th and 99th percentile times until synchronization is achieved.
Table ZF.5.1-1: Successful synchronization ratio and synchronization times at 2500 m cell radius

	Reuse
	4/12
	3/9
	1/3

	Success rate
	99.9 %
	99.9 %
	98.7 %

	Synch time, 50th percentile
	0.031 s
	0.031 s
	0.033 s

	Synch time, 99th percentile
	0.093 s
	0.123 s
	0.321 s
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Figure ZF.5.1-1: Total time to synchronization for 1/3, 3/9 and 4/12 frequency re-use.

Figure ZF.5.1-2 and figure ZF.5.1-3 depicts the residual frequency and time offset after FCCH detection, for devices that successfully decoded the SCH. As seen the impact from going to tighter frequency reuse with respect to residual frequency and time offset is limited for these devices. It shall be noted that the residual frequency and timing offset seen in figure ZF.5.1-2 and figure ZF.5.1-3 represents the rough synchronization after FCCH only, and that further refinements in both frequency and time estimation will be done when acquiring the SCH.
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Figure ZF.5.1-2: Residual time offset after FCCH detection
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Figure ZF.5.1-3: Synchronization frequency error after FCCH detection
During the search for the serving cell FCCH and SCH a device may detect the FCCH from a neighboring cell and successfully decode its SCH and read the BSIC. Figure ZF.5.1-4 depicts the likelihood of decoding neighboring cells SCH and BSIC. Each device was configured to continue its search for the serving cell SCH upon detecting that the decoded BSIC did not match the serving cell BSIC. As a result a device may decode neighboring SCHs multiple times before receiving the serving cell SCH and confirming its BSIC. This is illustrated in the below figure for the three studied frequency reuses.
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Figure ZF.5.1-4: Likelihood of decoding the BSIC of a neighboring cell

In case a decoded neighboring SCH is configured with the same BSIC as the serving cell a device will not detect that it has synchronized to new cell. This unwanted event is known as BSIC confusion. A BSIC plan based on eight unique BSICs was configured for each reuse. The BSIC plan for the 1/3 frequency reuse is illustrated in Annex ZF.2. Table 2 presents the likelihood of BSIC confusion for each reuse. It can be concluded that even for this tight BSIC plan, BSIC confusion is not an issue in case of stationary devices attempting to reconfirm the serving cell.

Table ZF.5.1-2: Likelihood of BSIC confusion
	Reuse
	4/12
	3/9
	1/3

	Likelihood of BSIC confusion
	0%
	0%
	< 0.1%


The performance was also evaluated for a cell radius of 577 m. The results are depicted in Table 3, and are comparable with the results seen for a cell radius of 2500 m.

Table ZF.5.1-3: Successful synchronization ratio and synchronization times at 577 m cell radius

	Reuse
	4/12
	3/9
	1/3

	Success rate
	100 %
	99.9 %
	98.8 %

	Synch time, 50th percentile
	0.031 s
	0.031 s
	0.033 s

	Synch time, 99th percentile
	0.091 s
	0.106 s
	0.331 s


The likelihood of decoding the BSIC of a neighboring cell, and for BSIC confusion, was more or less identical for cell radiuses of 577 and 2500 m. 
ZF.5.1.3 
Discussion and conclusions
This contribution has investigated the impact on legacy (E)GPRS synchronization performance in frequency reuse scenarios of 4/12, 3/9 and 1/3. The performance is as expected similar for 4/12 and 3/9 reuse. A clear impact on the total time to decode the SCH is seen when going to 1/3 reuse. The performance is however convincing for all investigated reuses, and indicate that legacy (E)GPRS device will be able to synchronize the a network also in case of a  tight BCCH spectrum allocation.
ZF.5.2 
EC-GSM-IoT

ZF.5.2.1
Tdoc reference

3GPP TSG GERAN WG1 #70

GP-160271
Nanjing, P. R. China

23th – 27th, May, 2016
Source: Ericsson LM

Title: Impact on network synchronization for EC-GSM-IoT in a reduced BCCH spectrum allocation
ZF.5.2.2
Simulator configuration

The simulator was configured in accordance to the system simulation assumptions agreed in 3GPP TR 45.820 Annex D, and following the assumptions presented in Annex ZF.1 on interference modelling. 

The scenario modelled was a cell reconfirmation scenario, where stationary devices e.g. after waking up from PSM or eDRX attempts to re-confirm its earlier camped on cell. It was assumed that the earlier camped on cell corresponds to the optimal cell from a path loss perspective.

The FCCH detector used to derive the results for EC-GSM in TR 45.820 was re-used during the simulations. The EC-SCH receiver did not rely on IQ combining, but performed soft combining between successive blind physical layer transmissions of the EC-SCH.

Each device was configured to search during at most twelve 51-multiframes for an FCCH and EC-SCH combination. If no EC-SCH was decoded successfully within this search time the attempt was registered as a failure. This is in line with the assumptions used during earlier evaluations.

A BSIC plan was configured as elaborated upon in Annex ZF.2.
ZF.5.2.3
Results

Only results from devices successfully synchronizing within twelve 51-multiframes were recorded, and are presented in the following. Table ZF.5.2-1  REF _Ref440898978 \h 
 lists the recorded successful synchronization ratio for the three studied frequency reuses. A high success rate is observed for all scenarios, and only a minor degradation is noticeable when going from 4/12 and 3/9 reuse to 1/3 reuse. The 50th and 99th percentiles time until EC-SCH decoding, i.e. completed synchronization is also presented in the table. It can be observed that a reduced BCCH spectrum allocation impacts the synchronization times.

Table ZF.5.2-1: Successful synchronization ratio and synchronization times
	Reuse
	4/12
	3/9
	1/3

	Success rate
	100%
	99.9%
	99.2%

	Synch time, 50th percentile
	0.198 s
	0.199 s
	0.208 s

	Synch time, 99th percentile
	0.664 s
	0.709 s
	1.411 s
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Figure ZF.5.2-1: Total time to synchronization for 1/3, 3/9 and 4/12 frequency reuse
Figure ZF.5.2-2 and figure ZF.5.2-3 depicts the residual frequency and time offset after FCCH detection, for devices that successfully decoded the EC-SCH. As seen the impact from going to tighter frequency reuse with respect to residual frequency and timing error is very limited.
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Figure ZF.5.2-2: Synchronization time error after FCCH detection.
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Figure ZF.5.2-3: Synchronization frequency error after FCCH detection
In addition to the limited impact it should also be noticed that the above results were achieved already after the FCCH detection. Frequency and time errors after EC-SCH decoding is expected to be even smaller than the results depicted but were not recorded in this set of simulations. 
During the search for the serving cell FCCH and EC-SCH a device may detect the FCCH from a neighboring cell and successfully decode its EC-SCH and read the BSIC. Figure ZF.5.2-4 depicts the likelihood of decoding neighboring cells EC-SCH and BSIC. Each device was configured to continue its search for the serving cell EC-SCH upon detecting that the decoded BSIC did not match the serving cell BSIC. As a result a device may decode neighboring EC-SCHs multiple times before receiving the serving cell EC-SCH and confirming its BSIC. This is illustrated in the below figure for the three studied frequency reuses.
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Figure ZF.5.2-4: Likelihood of decoding the BSIC of a neighboring cell
In case a decoded neighboring EC-SCH is configured with the same BSIC as the serving cell a device will not detect that it has synchronized to new cell. This unwanted event is known as BSIC confusion. A BSIC plan based on eight unique BSICs was configured for each reuse. The BSIC plan for the 1/3 frequency reuse is illustrated in Annex ZF.2. Table 2 presents the likelihood of BSIC confusion for each reuse. It can be concluded that even for this tight BSIC plan, BSIC confusion is not an issue in case of stationary devices attempting to reconfirm the serving cell.

Table ZF.5.2-2: Likelihood of BSIC confusion
	Reuse
	4/12
	3/9
	1/3

	Likelihood of BSIC confusion
	0%
	0%
	< 0.1%


ZF.5.2.4
Conclusions

This contribution has investigated the impact on EC-GSM-IoT synchronization performance in frequency reuse scenarios of 4/12, 3/9 and 1/3. The performance is as expected similar for 4/12 and 3/9 reuse. An impact on the ratio of successful synchronization attempts as well as on the total time to decode the EC-SCH is seen when going to 1/3 reuse. This indicates that a 1/3 frequency reuse may prove challenging for EC-GSM-IoT Still, the 99th percentile synchronization time in case of 1/3 re-use is 1.4 sec implying that the system is still operable at this tight re-use factor.
ZF.6
Results for Common control channel evaluation

ZF.6.1
GPRS/EGPRS
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3GPP TSG GERAN WG1 #70

GP-160267

Nanjing, P. R. China

23th – 27th, May, 2016
Source: Ericsson LM

Title: Impact on common control channels for GPRS/EGPRS in a reduced BCCH spectrum allocation
ZF.6.1.2 
Assumptions

ZF.6.1.2.1
General

Applicable assumptions in Annex ZF.1 were followed in the simulations.
ZF.6.1.2.2 
Network synchronization
The interference situation modeled by the simulation is limited to timeslot synchronized network. This means AGCH / RACH channels are both interfered by other CCCH channels, and PDTCH/PACCH interference in other cells.

ZF.6.1.2.3 
BCCH Power Savings
BCCH power savings can be used to reduce interference on the BCCH frequency layer.  With tighter BCCH frequency re-use the importance of this functionality increases. BCCH power savings can be used with various levels of reduction and selections of what timeslots and channels it should be applied to. For the simulator a simple implementation for BCCH PS was used with a reduction of 6 dB for 60% of the dummy bursts transmitted on the CCCH DL. I.e. no power control was applied to Immediate Assignment messages. The choice not to down-regulate all dummy bursts on the CCCH is to also include a more highly loaded network where not only AGCH but also PCH would be transmitted (assumed to be not power regulated).
ZF.6.1.3.4 
Frequency planning
The frequency planning simulated have been based on regular re-use clusters in a 4/12, 3/9, and 1/3 re-use.

ZF.6.1.4 
Simulations
ZF.6.1.4.1 
Simulation assumptions
The system level simulation assumptions in Annex ZF.1 have been followed. Other specific assumptions are shown in Table ZF.6.1.4.1.1-1.

ZF.6.1.4.1.1 
System parameters
Table ZF.6.1-1: Simulation assumptions, in addition to Annex ZF.1
	Parameter
	Value

	Number of re-use clusters
	4/12, 3/9 has used 9 clusters.

1/3 has used 36 clusters.

	Direction
	UL and DL

	Frequency band
	900 MHz

	Layer
	BCCH

	Frequency re-use
	4/12,3/9,1/3 with regular frequency planning

	BTS antenna diversity
	MRC

	BTS output power
	43 dBm

	Cell radius
	577.33 m

	MTC arrival rate per cell and second
	5.4

	Maximum attempts on EC-RACH per system access attempt
	6

	Power control, DL
	6 dB DL on 60% of dummy bursts.

	Power control, UL
	None

	Device output power
	33 dBm

	BPL model
	None

	RACH parameters
	S=109, T=5


ZF.6.1.5 
Results

The results presented are:

-
Resource Usage
-
Average amount of bursts used per user, including all transmissions per system access attempt.
-
Common control signaling delay
-
The delay includes time from initial RACH transmission to a received matching Immediate Assignment.
-
Failed attempts

-
This represents the percentage of the attempts that were not successful, after the maximum attempts.
ZF.6.1.5.1 
Resource Usage
The resource usage in terms of bursts is shown in Table ZF.6.1-2.

Table ZF.6.1-2: Resource Usage for the downlink and uplink, 33 dBm

	BCCH 
Re-use
	Resource usage 
DL [#bursts]
	Resource usage 
UL [#bursts]

	12
	4.0
	1.0

	9
	4.0
	1.0

	3
	4.6
	1.2


As can be seen, the difference between 12 and 9 re-use is not visible, while the change from a 9 re-use factor to a 3 re-use factor has a clearly visible impact on the results.
ZF.6.1.5.2 
Common control channel delay
In Figure ZF.6.1-1the common control channel delay is shown. As can be seen, 95% of the users experience lower delay than 50 ms in all cases.
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Figure ZF.6.1-1: Common Control Signaling Delay, 33 dBm

ZF.6.1.5.3 
Failed Attempts
The overall failed attempts are in all simulations well below 0.1%, but to avoid the risk of not running too long simulations to come up with a number with enough statistical significance, it can safely be assumed that less than 0.1% of the system access attempts fail.
ZF.6.1.6 
Discussion 

The paper has investigated the performance of the CCCH in a tight BCCH re-use scenario. Frequency re-use factors from 12, 9 and 3 has been investigated using a regular frequency re-use cluster deployment.

BCCH power savings has been applied, but only on dummy bursts transmitted on the CCCH, and down-regulation has only been allowed in 60% of the bursts. This is to model a higher load on the CCCH, considering also for example PCH traffic would be present in a real network deployment.

ZF.6.1.7 Conclusions
The paper has investigated the impact on the CCCH in a tight BCCH spectrum. The results are encouraging showing extremely low failed rates even in a very tight re-use pattern. The resource usage is increased by roughly 20% when going from 12 to 3 in frequency re-use. The overall common control signaling delay is slightly increased, as expected, but still the 95 percentile is around 50 ms for all cases
ZF.6.2 
EC-GSM-IoT
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ZF.6.2.2
Assumptions

ZF.6.2.2.1
Link model
The link level model used in the simulator is described in Annex ZF3.

ZF.6.2.2.2
Blind transmissions

The blind transmissions used in the simulations are those used in 3GPP TS 45.003 see table ZF.6.2-1.

Table ZF.6.2-1: Blind transmissions

	Logical channel
	Coverage Class 
[CC1, CC2, CC3, CC4]

	EC-AGCH
	[1,8,16,32]

	EC-RACH
	[1,4,16,48]


ZF.6.2.2.3
Network synchronization

The interference situation modeled by the simulation is limited to timeslot synchronized network. This means EC-AGCH / EC-RACH channels are both interfered by other EC-CCCH channels, and EC-PDTCH/EC-PACCH interference in other cells.

ZF.6.2.2.4
Coverage class adaptation

Coverage class adaptation has been applied as described in 3GPP TS 44.018 with two failed attempts before adaptation of the coverage class is allowed. At most two increments in CC from the initially estimated class are allowed.
ZF.6.2.2.5
BCCH Power Savings
BCCH power savings can be used to reduce interference on the BCCH frequency layer.  With tighter BCCH frequency re-use the importance of this functionality increases. BCCH power savings can be used with various levels of reduction and selections of what timeslots and channels it should be applied to. For the simulator a simple implementation for BCCH PS was used with a reduction of 6 dB for 60% of the dummy bursts transmitted on the EC-CCCH DL. I.e. no power control was applied to Immediate Assignment messages. The choice not to down-regulate all dummy bursts on the EC-CCCH is to also include a more highly loaded network where not only EC-AGCH but also EC-PCH would be transmitted (assumed to be not power regulated).

ZF.6.2.2.6
Frequency planning

The frequency planning simulated have been based on regular re-use clusters in a 4/12, 3/9, and 1/3 re-use.

ZF.6.2.3
Simulations
ZF.6.2.3.1
Simulation assumptions

The system level simulation assumptions in Annex ZF.1 have been followed. Other specific assumptions are shown in table ZF.6.2-2.

ZF.6.2.3.2
System parameters
Table ZF.6.2-2: Simulation assumptions, in addition to Annex ZF.1
	Parameter
	Value

	Number of re-use clusters
	9

	Direction
	UL and DL

	Frequency band
	900 MHz

	Layer
	BCCH

	Frequency re-use
	4/12,3/9,1/3 with regular frequency planning

	BTS antenna diversity
	MRC

	BTS output power
	43 dBm

	Cell radius
	577.33 m

	MTC arrival rate per cell and second
	6.8

	EC-RACH mapping
	2 TS, EC-RACH

	Coverage class adaptation
	See section ZF.6.2.3

	Interference
	EC-CCCH

External interference from EC-PDTCH, EC-PACCH according to load in Annex ZF.7

	Maximum attempts on EC-RACH per system access attempt
	6

	Power control, DL
	6 dB DL on 60% of dummy bursts.

	Power control, UL
	As described in 3GPP TS 45.008 with target received power level of -105 dBm

	Device output power
	23 dBm or 33 dBm

	BPL model
	Model 1, inter-site correlation 0.5


ZF.6.2.4
Results
ZF.6.2.4.1
General
The results presented are:

-
Resource Usage

-
Average amount of bursts used per user, including all transmissions per system access attempt.

-
% of total resources available used on one TS where EC-CCCH is mapped

-
Common control signaling delay

-
The delay includes time from initial EC-RACH transmission to a received matching Immediate Assignment.

-
Failed attempts

-
This represents the percentage of the attempts that were not successful, after the maximum attempts.

-
Coverage class distribution

-
This shows the % of devices ending up in different coverage classes for 33 dBm and 23 dBm devices respectively, with the coverage class thresholds used in the simulations for the respective frequency re-use factor.

ZF.6.2.4.2
Resource Usage

The resource usage in terms of bursts is shown in table ZF.6.2-3 and table ZF.6.2-4.

Table ZF.6.2-3: Resource Usage for the downlink and uplink, 33 dBm

	BCCH 
Re-use
	Resource usage 
DL [#bursts]
	Resource usage 
UL [#bursts]

	12
	2.3
	1.1

	9
	2.3
	1.1

	3
	3.3
	1.3


Table ZF.6.2-4: Resource Usage for the downlink and uplink, 23 dBm

	BCCH 
Re-use
	Resource usage 
DL [#bursts]
	Resource usage 
UL [#bursts]

	12
	2.3
	1.7

	9
	2.3
	1.8

	3
	3.3
	2.6


As can be seen, the difference between 12 and 9 re-use is quite small, or not visible, while the change from a 9 re-use factor to a 3 re-use factor has a rather large relative impact on the results on the DL, and for 23 dBm devices on the UL. The reason that the resource usage is increased on the DL is due to the BCCH layer transmitting constantly on all resources. Using power savings on the BCCH layer up to 6 dB helps, but the overall interference situation still reflects a rather highly loaded system. On the UL, the requirement on constant transmission does not exist, but for 23 dBm devices, more would have to use repetitions to reach the network, which increases resources usage. Still, it should be noted that the out of coverage level is not different for 33 dBm devices and 23 dBm devices, implying that 23 dBm devices can cope with the network deployment, even if resource usage is significantly increased compared to the 33 dBm device deployment. 

In table ZF.6.2-5 and table ZF.6.2-6 the same figures are shown expressed as percent of total resources available on one TS EC-CCCH (in total up to 36 bursts out of the 51 in the multiframe can be used for EC-AGCH). 

For example, for a resources usage of 2.3 bursts, and with an arrival rate of 6.8 users/s, the total number of bursts used for EC-AGCH per second is on average 15.64, and hence the percent of EC-CCCH resources used is 15.64/(13/3.060*36) = 10.2%.

Table ZF.6.2-5: % of total resource for EC-CCCH occupied, 33 dBm

	BCCH 
Re-use
	Resource usage 
DL [#bursts]
	Resource usage 
UL [#bursts]


	12
	10.2%
	3.5%

	9
	10.2%
	3.5%

	3
	14.7%
	4.1%


Table ZF.6.2-6: % of total resource for EC-CCCH occupied, 23 dBm

	BCCH 
Re-use
	Resource usage 
DL [#bursts]
	Resource usage 
UL [#bursts]

	12
	10.2%
	5.3%

	9
	10.2%
	5.6%

	3
	14.7%
	8.2%


It can be seen that there is somewhat higher load on the DL EC-CCCH resources than on the UL. Also, EC-PCH load will add to the overall EC-CCCH/DL load. Still, the load visible is at rather moderate levels, and considering the EC-RACH channel being of slotted ALOHA design, an as high resource usage as on the DL would not be expected in a well operated system. Also, there will be collisions on the EC-RACH channel, which is not taken into account by the calculations above. Hence, if determining the amount of resources being occupied by one or more access bursts, the figures in the table above would be lower than presented.

ZF.6.2.4.4
Common control channel delay

In figure ZF.6.2-1 the delay seen on the common control channel is presented for both simulated cases of 100% 33 dBm MS penetration and 100% 23 dBm MS penetration. As can be seen, 95% of the users experience lower delay than 100 ms in all cases, except for 3-re-use where the 95 percentile is around 500 ms. The reason for the longer delay in the 23 dBm case is that these MS are generally in higher CCs to compensate for the reduced output power, which implies longer transmission times and response waiting times. Also, in these simulations, even if 23 dBm devices are placed at higher CL than 154 dB, they have not been excluded from the simulations, which implies that they could take up a proportionally higher amount of resources, and also contribute to a proportionally higher delay than if excluded from network access.
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Figure ZF.6.2-1: Common Control Signaling Delay
ZF.6.2.4.5
Failed Attempts

The overall failed attempts are in all simulations well below 0.1%, but to avoid the risk of not running too long simulations to come up with a number with enough statistical significance, it can safely be assumed that less than 0.1% of the system access attempts fail.

ZF.6.2.4.6
Coverage class distribution

The coverage class distribution for the regular planner is shown in Table 7 and Table 8.

Table ZF.6.2-7: Coverage class distribution on UL for 33 dBm / 23 dBm [%]

	BCCH Re-use
	CC1
	CC2
	CC3
	CC4

	12
	99.5 / 94.6
	0.4 / 4.0
	0.1 / 0.8
	<0.1 / 0.7

	9
	99.4 / 94.0
	0.5 / 4.4
	0.1 / 0.9
	< 0.1 / 0.8

	3
	99.1 / 93.0
	0.7 / 4.9 
	0.1 / 1.1
	<0.1 / 1.0


Table ZF.6.2-8: Coverage class distribution on DL for 33 dBm / 23 dBm

	BCCH Re-use
	CC1
	CC2
	CC3
	CC4

	12
	98.7 / 98.8
	1.2 / 1.1
	0.1 / 0.1
	<0.1 / <0.1

	9
	98.4 / 98.5
	1.4 / 1.3
	0.2 / 0.1
	<0.1 / <0.1

	3
	95.6 / 95.8
	3.1 / 3.1
	1.3 / 1.2
	<0.1 / <0.1


ZF.6.2.5
Discussion 

The paper has investigated the performance of the EC-CCCH in a tight BCCH re-use scenario. Frequency re-use factors from 12, 9 and 3 has been investigated using a regular frequency re-use cluster deployment.

One can note from the results that the failed rate is extremely low, indicating that a more aggressive system setting in specifically the CC thresholds could be applied resulting in less resources used by the EC-CCCH.

BCCH power savings has been applied, but only on dummy bursts transmitted on the EC-CCCH, and down-regulation has only been allowed in 60% of the bursts. This is to model a higher load on the EC-CCCH, considering also for example EC-PCH traffic would be present in a real network deployment.

The simulations have assumed a timeslot synchronized network meaning that EC-PDTCH and EC-PACCH, as well as, EC-CCCH interfering signals are modeled. The load on EC-PDTCH and EC-PACCH is aligned with what is seen in Annex ZF.7.

ZF.6.2.6
Conclusions
The paper has investigated the impact on the EC-CCCH in a tight BCCH spectrum. The results are encouraging showing extremely low failed rates even in a very tight re-use pattern. The resource usage is increased by roughly 40% when going from 12 to 3 in frequency re-use. The overall common control signaling delay is increased, as expected, but still the 95 percentile is around 0.1 sec for all cases, except for re-use 3 where the 95 percentile delay increase to 0.5 s.

ZF.7
Results for Data traffic and control channel evaluation

ZF.7.1
GPRS/EGPRS

ZF.7.1.1
Tdoc reference
3GPP TSG GERAN #70

GP-160265

Nanjing, China 
23rd– 27th May, 2016
Source: Ericsson LM

Title: Impact on PDCH for GPRS/EGPRS in a reduced BCCH spectrum allocation (update of GP-160039)
ZF.7.1.2
Assumptions
ZF.7.1.2.1
Traffic generation
MTC traffic is generated according to ‘Global traffic model for MTC traffic of legacy GPRS’, see Annex ZF.1. It could be noted that with the aggressive model approach chosen, the load in the network will increase compared to the IoT model previously used in the study by around 40 % on the UL.
ZF.7.1.2.2

RACH interference
Interference from RACH has been modelled. The power reduction on RACH introduced in GERAN Rel-11 is assumed not to be supported by the MSs, and hence full power is used on the RACH channel.
ZF.7.1.2.3

BCCH Power Savings

BCCH power savings can be used to reduce interference on the BCCH frequency layer. With tighter BCCH frequency re-use the importance of this functionality increases. BCCH power savings can be used with various levels of reduction and selections of what timeslots and channels it should be applied to. For simulator implementation, a simple implementation for BCCH power savings was used with a reduction of 6 dB for timeslots not used for PDTCH or PACCH. In case PDTCH or PACCH are used on the DL, no power regulation is used. Timeslots TS0 (carrying BCCH, FCCH, SCH, CCCH) and TS1 (carrying EC-BCCH, EC-CCCH, EC-SCH) are excluded from BCCH Power Savings.

ZF.7.1.3
Simulations

ZF.7.1.3.1

Simulation assumptions

The system level simulation assumptions in Annex ZF.1 have been followed. Other specific assumptions are shown in Table ZF.7.1-1.

ZF.7.1.3.1.1
System parameters

Table ZF.7.1-1: Simulation assumptions, in addition to Annex ZF.1
	Parameter
	Value

	General
	

	Simulation time
	100 s

	System size
	108 cells

(all frequency re-uses)

	Direction
	UL and DL

	Frequency band
	900 MHz

	Layer
	BCCH

	Frequency re-use
	12, 9 and 3

	BTS antenna diversity
	MRC

	BTS output power
	43 dBm

	Cell radius
	577.33 m

	Legacy GPRS MTC parameters
	

	PDTCH timeslots per cell
	7 PDCH1

	Legacy GPRS MTC arrival rate per cell and second
	5.4 (100%) 2

	Coding schemes
	CS-1

	GPRS L2S model
	Approximated by EGPRS L2S (MCS-1) without incremental redundancy, see Annex ZF.4

	Minimum delay between subsequent transmissions on PDTCH and PACCH
	1 radio block

	Incremental Redundancy
	Off

	Power control
	DL:

- Off 

- Power savings 6 dB if nothing to transmit on BCCH TS2-TS7.

UL:

- On (3 re-use) / Off (9 and 12 re-use)

- Closed-loop PC based on estimated power level on RACH with power regulation starting at a received signal level of -70 dBm, using a down-regulation of at most 16 dB

	IP header compression
	Off

	Device output power
	33 dBm (100%) 

	BPL model
	No BPL applied 

	Device timeout
	20 seconds

	NOTE 1: 
The system simulator uses a network wide timeslot alignment with a random timeslot offset between cells.

NOTE 2: 
Aggregated total event intensity on UL and DL. The traffic model and packet sizes are implemented as suggested in Annex ZF.1. 5.4 transfers per cell and second corresponds to sum of the 1.39 events/cell/s DL and 4.03 events/cell/s DL. 


ZF.7.1.3.1.2
Cell selection and coding scheme selection

Cell selection was based on the calculated path gain and a N(0,2) dB measurement error. All devices are stationary in the simulations so there will be no cell re-selection.

In the simulations, no link adaptation was used. Instead, the coding scheme was always selected to CS-1 and remained the same throughout the duration of the TBF. 

ZF.7.1.3.1.3
Control signaling

Packet uplink ACK/NACK (PUAN) is sent on PACCH/D to (negatively) acknowledge data sent in the UL, as well as Packet downlink ACK/NACK (PDAN) sent on PACCH/U to (negatively) acknowledge data sent on the DL. In the simulations its performance is modeled with EGPRS MCS-1. If a PUAN/PDAN is unsuccessfully received, the negative acknowledged blocks will not be transmitted. In the UL this means that the allocated MS will not transmit anything, but the radio block resources are consumed, and, on the DL the BTS will not be able to schedule retransmissions.

ZF.7.1.3.1.4
Simulated scenarios

Table ZF.7.1-2 summarizes the simulated scenarios and clarifies the legends in the figures presented in section ZF.7.1.4.2. No explicit frequency planning effort has been made and the simulations only use regular repeatable cluster re-use patterns.

Table ZF.7.1-2: Simulated scenarios

	Legend text
	BCCH

Re-use
	Frequency planning

	Re-use = 12
	12
	4/12 cluster re-use pattern

	Re-use = 9
	9
	3/9 cluster re-use pattern

	Re-use = 3
	3
	1/3 cluster re-use pattern


ZF.7.1.3.2

Results

The results presented are:

-
Resource (TS) Usage (section ZF.7.1.3.2.1)

-
This represents the average amount of PDTCH DL and UL TS resources required per cell in the system, for the different scenarios, see Table ZF.7.1-3.

-
Latency of Uplink Transmissions (section ZF.7.1.3.2.2)

-
The latency includes time to transfer the message.

-
The results are presented as CDFs of the delay at the target traffic load (5.4 users per cell and second), see Figure ZF.7.1-1.

-
Failed attempts are not included in the statistics (following the agreed methodology).

-
Latency of Downlink Transmissions (section ZF.7.1.3.2.3)

-
The latency includes time to transfer the message The results are presented as CDFs of the delay at the target traffic load (5.4 users per cell and second), see Figure ZF.7.1-2.

-
Failed attempts (section ZF.7.1.3.2.4)

-
This represents the percentage of the attempts that were not successful, i.e. did not manage to get the report through during 20 seconds.

-
Capacity (section ZF.7.1.3.2.5)

-
Capacity is defined as “spectral efficiency in number of reports/200 kHz/hour”. Results are shown in Table ZF.7.1-5.

ZF.7.1.3.2.1
Time Slot Usage

The TS Usage is shown in Table ZF.7.1-3 for the downlink and uplink respectively. On the downlink, the TS Usage increases with roughly 12% from 0.26 to 0.29 when the re-use is changed from 9 to 3, and on the UL with 2%. 

Table ZF.7.1-3: TS Usage for the downlink and uplink  

	BCCH 
Re-use
	TS usage DL [#TS]
	TS usage UL [#TS]

	12
	0.26
	0.89

	9
	0.26
	0.89

	3
	0.29
	0.91


For the uplink, the TS Utilization also increases only marginally from 0.89 to 0.91 when the re-use is changed from 9 to 3. 

ZF.7.1.3.2.2
Latency of Uplink Transmissions

The latency of Uplink transmissions is represented by the latency of the data transfer, i.e. the common control signaling delay is not included. A few users will experience an increased delay as seen in Figure ZF.7.1-1. The delays are increasing with tighter frequency re-use.
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Figure ZF.7.1-1: Uplink Transmission Delay

The “knees” in the distribution are due to the three different packet sizes used in the traffic model. In the figure only the impact from the two biggest packet sizes can be seen, but there is also a small “knee” just below 30% for the smallest packet size.

ZF.7.1.3.2.3
Latency of Downlink Transmissions

A few users will experience an increased delay as seen in Figure ZF.7.1-2. Also in this case, the delay is increased with tighter frequency re-use.
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Figure ZF.7.1-2: Downlink Transmission Delay

ZF.7.1.3.2.4
Failed Attempts

At the traffic load 5.4 events per cell and second, the percentage of failed attempts (i.e., the report did not get delivered within 20 seconds) is found to be 0 % in the 12, 9 and 3 re-use scenarios. Failed attempts are shown in Table ZF.7.1-4.

Table ZF.7.1-4: Failed attempts 

	BCCH  Re-use
	Failed attempts [%]

	12
	0

	9
	0

	3
	0


ZF.7.1.3.2.5
Capacity

In 3GPP TR 45.820 the capacity is defined as “spectral efficiency in number of reports/200 kHz/hour”. This definition is made with a standalone CIoT system in mind. The system in this evaluation serves only one traffic type (MTC traffic), but the event intensities and packet sizes differ on the downlink and uplink. On the downlink all packet sizes are the same (45 bytes), and have the intensity of 1.4 reports per sector and second. On the uplink the packet sizes are ‘randomly’ picked from 40, 150 or 1200 bytes and have the intensity of 3 reports per sector and second. Due to the mix of packet sizes and different intensities on uplink and downlink the capacity definition may be less meaningful, but anyway an attempt has been made to present the capacity for the combined intensity of 5.4 reports per sector and second. It should be noted that the measure is not really a capacity measure since it does not reflect the capacity limit of the system but rather at an assumed fixed load.

Capacity is here calculated as 

(#sent reports per sector per hour)*(1 - failed attempts)/reuse
The capacity is shown in Table ZF.7.1-5 for the simulated scenarios.

Table ZF.7.1-5: Capacity

	BCCH

Re-use
	Capacity

[reports/200kHz/hour]

	12
	1620

	9
	2160

	3
	6480


As can be seen from the table, the 3-reuse scenario has three times higher capacity than the 9-reuse scenario, as expected considering the change in re-use factor, and the fact that no reports fails to be delivered.

ZF.7.1.4
Discussion and conclusions

This paper shows that legacy MTC services may be accommodated on as low BCCH spectrum allocations as 600 kHz with a very marginal increase in TS utilization compared to 1.8 MHz. The transmission delays are increased for some devices; the effect is however rather small compared to the 67% reduction of the required frequency spectrum, corresponding to three times the spectral efficiency. For the 600 kHz spectrum allocation, the network interference levels may need to be controlled by efficient GPRS/EGPRS MS power control settings and BCCH Power Savings.

ZF.7.2 
EC-GSM-IoT
ZF.7.2.1
Assumptions

ZF.7.2.1.1
Traffic generation

MTC traffic is generated according to the MAR periodic reporting and Network Command traffic models in 3GPP TR 45.820. The split between these is 80 % MAR periodic and 20 % Network command.

ZF.7.2.1.2
EC-RACH interference

Interference from EC-RACH without power control has been modelled.

ZF.7.2.1.3
BCCH Power Savings

BCCH power savings can be used to reduce interference on the BCCH frequency layer.  With tighter BCCH frequency re-use the importance of this functionality increases. BCCH power savings can be used with various levels of reduction and selections of what timeslots and channels it should be applied to. For simulator implementation a simple implementation for BCCH PS was used with a reduction of 6 dB for timeslots not used for EC-PDTCH or EC-PACCH. 

ZF.7.2.1.4
Uplink Power Backoff

A power backoff of maximum 4 dB is used on EC-PDTCH and EC-PACCH in uplink. This power regulation is based on signal strength measurements. It is worth to note the following:

-
The applied model follows the information provided in the EC-EGPRS CHANNEL REQUEST, see 3GPP TS 44.018. 

ZF.7.2.2
Simulations

ZF.7.2.2.1
Simulation assumptions

The system level simulation assumptions in Annex ZF.1 have been followed. Other specific assumptions are shown in Table ZF.7.2‑1.
ZF.7.2.2.1.1
System parameters
Table ZF.7.2-1: Simulation assumptions, in addition to Annex ZF.1
	Parameter
	Value

	General
	

	Simulation time
	100 s

	System size
	108 cells

	(all frequency re-uses)
	

	Direction
	UL and DL

	Frequency band
	900 MHz

	Layer
	BCCH

	Frequency re-use
	4/12, 3/9, 1/3

	BTS antenna diversity
	MRC

	BTS output power
	43 dBm

	Cell radius
	577.33 m

	EC-GSM-IoT MTC parameters
	

	Number of repetitions
	1, 4, 8 and 16

	EC-PDTCH timeslots per cell
	6 PDCH(note 1)

	EC-GSM-IoT MTC arrival rate per cell and second
	6.8 (100%)(note 2)

	Fixed UL allocation
	On

	BT_Threshold_DL
	-92, -101 and -103 dBm for carrier CC DL

	9 dB for SINR CC DL
	

	X (DL_Signal_Strength_Step_Size used in the channel request)
	3 and 6 dB

	BT_Threshold_UL
	-101 dBm

	Coding schemes in DL
	MCS-1, MCS-2, MCS-3 and MCS-4

	Coding scheme in UL
	MCS-1


Approximated by EGPRS L2S (MCS-1) with IR on the UL and without IR on the DL, see Annex ZF.4
	
	

	Minimum delay between subsequent transmissions on EC-PDTCH and EC-PACCH
	1 radio block

	Incremental Redundancy
	On (UL)
Off (DL)

	Power control
	UL

- Off. 
- Power savings 6 dB DL if nothing to transmit on BCCH TS2-TS7.
DL:

- On 

- 0, 2 and 4 dB for EC-PDTCH/U and EC-PACCH/U depending on content of channel request

	NOTE 1: 
The system simulator uses a network wide timeslot alignment with a random timeslot offset between cells. 

NOTE 2: 
Derived from traffic models in 3GPP TR 45.820. 6.8 reports/commands per cell and second corresponds to the targeted number of devices per sector in the study.


ZF.7.2.2.1.2
Cell selection and uplink coverage class selection

Cell selection and uplink coverage class selection was based on carrier measurements according to the simulator model in Annex ZF.9 taking 5 samples per measured cell over 5 seconds. 

No cell re-selection has been modeled. The users arrive in the system, perform measurements in idle mode to select a cell to camp on, and then connect to the network. As per the EC-GSM-IoT specification, no measurements for cell reselection are performed in packet transfer mode (PTM), and consequently no cell reselection is performed in PTM.

ZF.7.2.2.1.3
Downlink coverage class selection and coding scheme selection

Downlink coverage class selection was based on either SINR or carrier measurements according to the model in Annex ZF.9 taking 5 samples per measured cell over 5 seconds. The BT_Threshold_DL and X used for the simulations are reported in Table ZF.7.2‑2.

Table ZF.7.2-2: BT_Threshold_DL and X for Carrier and SINR CC DL.
	BCCH re-use
	Carrier CC DL
	SINR CC DL

	
	BT_Threshold_DL

[dBm]
	X

[dB]
	BT_Threshold_UL

[dB]
	X

[dB]

	4/12 re-use
	-103
	6
	9
	3

	3/9 re-use
	-101
	6
	9
	3

	1/3 re-use
	-92
	6
	9
	3


In the simulations no link adaptation was used. Instead the coding scheme was intially selected to MCS-1, MCS-2, MCS-3 or MCS-4 depending on the measured SINR or carrier value reported in the EC-EGPRS CHANNEL REQUEST by the MS, see 3GPP TS 44.018, and remained the same throughout the duration of the EC TBF. The MCS choice for carrier based and SINR based downlink coverage class selection are reported in Table ZF.7.2‑3 and Table ZF.7.2‑4 respectively and are based on the “DL Coverage Class” field reported by the MS in the channel request. This is a 3-bit field and hence 8 different code points can be communicated. The code points for the DL Coverage Class field are referred to as “CC CP”.  

Table ZF.7.2-3: MCS choice for carrier based downlink coverage class selection.
	CC CP
	0
	1
	2
	3
	4
	5
	6
	7

	4/12 re-use
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 2
	MCS 4

	3/9 re-use
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 2
	MCS 4

	1/3 re-use
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 2
	MCS 3
	MCS 4


Table ZF.7.2-4: MCS choice for carrier based downlink coverage class selection.
	CC CP
	0
	1
	2
	3
	4
	5
	6
	7

	4/12 re-use
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 2
	MCS 4
	MCS 4

	3/9 re-use
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 2
	MCS 4
	MCS 4

	1/3 re-use
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 1
	MCS 2
	MCS 3
	MCS 4


ZF.7.2.2.1.4
Control signaling

Packet uplink ACK/NACK (PUAN) is sent on EC-PACCH/D to (negatively) acknowledge data sent in the UL and assign fixed allocations to the MS. If a PUAN is unsuccessfully received the negative acknowledged blocks will not be transmitted, i.e. the allocated MS will not transmit anything, but the radio block resources are consumed and logged as such, contributing to the overall resource usage.

Packet downlink ACK/NACK (PDAN) is sent on EC-PACCH/U to (negatively) acknowledge data sent in the DL.

EC-PACCH specific Link to System mappings has been used for EC-PACCH/D and EC-PACCH/U.

ZF.7.2.2.1.5
Simulated scenarios

The simulated scenarios are for downlink coverage class selection based on measured SINR and carrier signal strength for 4/12, 3/9 and 1/3 re-use, and tables and figures are presented in section ZF.7.2.3.2.  The thresholds and the coverage class code point dependent DL MCS choice both for the SINR and carrier scenarios have been optimized to give low timeslot utilization, short delay and high capacity while aiming for an EC-PDTCH DL BLER target of 20 % for MCS-1 in order to ensure robustness of the system. For higher MCSs a higher BLER has been allowed, considering that the RCL/MAC header would still experience a low BLER level at the SINR where the higher MCSs are used. 

ZF.7.2.2.2
Results

The results presented are:

-
Resource (TS) Usage (section ZF.7.2.3.2.1)

-
This represents the average amount of EC-PDTCH DL and UL TS resources required on average per cell in the system, for the different scenarios, see Table ZF.7.2‑5.

-
Latency of MAR periodic reports (section ZF.7.2.3.2.2)

-
The latency includes time to transfer the message excluding common control signaling delay (presented in a separate evaluation, see Annex ZF.3). 

-
The results are presented as CDFs of the delay at the target traffic load (6.81 users per cell and second).

-
Failed attempts are not included in the statistics (following the agreed methodology).

-
Latency of DL application Ack (section ZF.7.2.3.2.3)

-
Latency is measured from the time an application layer DL ACK is received at the base station till the time when the device has successfully received the application layer DL ACK

-
The results are presented as CDFs of the delay at the target traffic load (6.8 users per cell and second).

-
Failed attempts (section ZF.7.2.3.2.4)

-
This represents the percentage of the attempts that were not successful, i.e. did not manage to get the report through during 20 seconds.

-
Uplink capacity (section ZF.7.2.3.2.5)

-
Uplink capacity is defined as “spectral efficiency in number of reports/200 kHz/hour”. Results are shown in Table ZF.7.2‑6.

ZF.7.2.2.2.1
TS Usage

The TS Usage is shown in Table ZF.7.2‑5 for the downlink and uplink. On the downlink, the TS Usage increases from 0.35 TS to 0.70 TS for SINR based downlink coverage class selection and to 0.77 TS for carrier based downlink coverage class when the reuse is changed from 4/12 to 1/3. Thus, the timeslot utilization increases approximately 2.0 times for SINR and 2.2 times for carrier based downlink coverage class selection while the used frequency bandwidth is reduced four times.
Table ZF7.2-5: PDCH resource usage for EC-GSM-IoT on the downlink and uplink, 33 / 23 dBm

	BCCH 
Re-use
	Resource usage 
DL [#TS]
	Resource usage 
UL [#TS]

	
	SINR CC DL
	Carrier CC DL
	SINR CC DL
	Carrier CC DL

	12
	0.35 / 0.35
	0.35 / 0.36
	0.85 / 1.60
	0.84 / 1.59

	9
	0.37 / 0.37
	0.37 / 0.38
	0.85 / 1.59
	0.85 / 1.60

	3
	0.70 / 0.68
	0.75 / 0.73
	0.91 / 1.69
	0.92 / 1.68


It can be noted that the resource increase for the carrier based CC selection is mainly due to more conservative settings (see Table ZF.7.2‑2) when switching between coverage classes with the aim to roughly operate in the same BLER region irrespective of re-use. Generally it applies that the tighter the re-use the more interference in the system, the more conservative the coverage class thresholds (to lower operative BLER points by using blind transmissions), and the more resources are used. For SINR the same thresholds are used in all simulations (see Table ZF.7.2‑2) which will shift the coverage class distribution to more users in CC2 and above, when increasing the interference levels in the system (going to a tighter re-use).

Further, it can be noted that carrier based downlink coverage class selection gives approximately 7 % higher downlink TS usage than SINR based downlink coverage class selection in 1/3 re-use. This is however not the only benefit seen, as will be seen below. In actuality there is a trade-off between all metrics presented in this paper, e.g. a lower resource usage would have an impact on latency, CC distribution and failed attempts. All output need to be analyzed jointly.

ZF.7.2.2.2.2

Latency of MAR periodic reports

The latency of MAR periodic reports is represented by the latency of the data transfer, i.e. the common control signaling delay is not included. A few users will experience an increased delay as seen in Figure ZF.7.2-1. The delays are increasing with tighter frequency re-use.
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Figure ZF.7.2-1: Uplink transmission delay for 33 dBm (left) and 23 dBm (right)
ZF.7.2.2.2.3

Latency of Downlink Application Ack

A few users will experience an increased Downlink Application Ack delay when going to tighter re-use as seen in Figure ZF.7.2‑2. It can be noted that the Downlink Application Ack delay for 3/9 and 4/12 re-use is almost the same for the two downlink coverage class selection cases. However, for 1/3 re-use the delay is larger with carrier based selection compared to the SINR based selection.
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Figure ZF.7.2-2: Downlink Application Ack delay for 33 dBm (left) and 23 dBm (right)
ZF.7.2.2.2.4
Failed Attempts

At the traffic load 6.8 users per cell and second and device output power of 33 dBm, the percentage of failed attempts (i.e., the report did not get delivered within 20 seconds) is found to be less than 0.1 % in all scenarios.

ZF.7.2.2.2.5
Capacity

In 3GPP TR 45.820 capacity is defined as “spectral efficiency in number of reports/200 kHz/hour”. This definition is made with a standalone CIoT system in mind. Since the system in this evaluation serves only one traffic type (MTC traffic), the capacity definition is more meaningful in this case than in the previous EC-GSM-IoT investigations in which mixed services were assumed. Still it should be noted that the measure is not really a capacity measure since it does not reflect the capacity limit of the system but rather at an assumed fixed load. 

Capacity is here calculated as

(#sent reports per sector per hour)*(1 - failed attempts)/reuse 

The capacity is shown in Table ZF.7.2‑6 for the simulated scenarios.

Table ZF.7.2-6: Capacity for EC-GSM-IoT at 6.81 users per cell and second
	BCCH 
Re-use
	Capacity for 33 dBm devices

[reports/200kHz/hour]
	Capacity for 23 dBm devices

[reports/200kHz/hour]

	
	SINR CC DL
	Carrier CC DL
	SINR CC DL
	Carrier CC DL

	12
	2038
	2038
	2055
	2055

	9
	2724
	2725
	2738
	2738

	3
	8150
	8150
	8220
	8219


As can be seen from the table, the 3-reuse scenario has four times capacity  than the 12-reuse scenario, as expected considering the change in re-use factor, and the fact that almost no reports fails to be delivered. The capacity for the 23 dBm is a little higher than the capacity for the 33 dBm case and even higher than the theoretical capacity of 8172 for 6.81 users per cell and second due to randomization.

ZF.7.2.2.3
DL and UL Coverage Class Distribution

Table ZF.7.2‑7 and Table ZF.7.2‑8 summarizes the DL and UL CC distribution for the 4/12 and 1/3 re-use scenarios for both measured SINR and Carrier thresholds. Approximately 98 % and 97 % of all mobiles uses coverage class 1 in downlink for the 4/12 re-use and 3/9 re-use scenarios respectively. For 1/3 re-use only 79 % for SINR based and 87 % for carrier based downlink coverage class selection of all mobiles uses coverage class 1 in downlink. Approximately 98 % and 84 % of all 33 dBm and 23 dBm mobiles respectively uses coverage class 1 in uplink irrespective of the re-use. 

Table ZF.7.2-7: EC-PDTCH coverage class distribution for 33 dBm [%]
	BCCH 
Re-use
	Coverage class
	Distribution of users in DL

[%]
	Distribution of users in UL

[%]

	
	
	SINR CC DL
	Carrier CC DL
	SINR CC DL
	Carrier CC DL

	12
	CC1
	98.2
	98.5
	97.5
	97.5

	
	CC2
	1.8
	1.5
	1.8
	1.8

	
	CC3
	<0.1
	<0.1
	0.5
	0.5

	
	CC4
	<0.1
	<0.1
	0.2
	0.2

	9
	CC1
	97.0
	97.5
	97.5
	97.5

	
	CC2
	3.0
	2.3
	1.8
	1.8

	
	CC3
	<0.1
	0.13
	0.5
	0.5

	
	CC4
	<0.1
	<0.1
	0.2
	0.2

	3
	CC1
	78.3
	86.4
	97.6
	97.6

	
	CC2
	21.6
	11.1
	1.7
	1.7

	
	CC3
	0.13
	1.3
	0.5
	0.5

	
	CC4
	<0.1
	1.2
	0.2
	0.2


Table ZF.7.2-8: EC-PDTCH coverage class distribution for 23 dBm [%]
	BCCH 
Re-use
	Coverage class
	Distribution of users in DL

[%]
	Distribution of users in UL

[%]

	
	
	SINR CC DL
	Carrier CC DL
	SINR CC DL
	Carrier CC DL

	12
	CC1
	98.3
	98.6
	83.8
	83.8

	
	CC2
	1.7
	1.4
	9.2
	9.2

	
	CC3
	<0.1
	<0.1
	3.9
	3.9

	
	CC4
	<0.1
	<0.1
	3.1
	3.1

	9
	CC1
	97.0
	97.6
	84.1
	84.1

	
	CC2
	3.0
	2.3
	9.0
	9.0

	
	CC3
	<0.1
	0.1
	3.8
	3.9

	
	CC4
	<0.1
	<0.1
	3.1
	3.0

	3
	CC1
	78.7
	86.5
	84.5
	84.4

	
	CC2
	21.2
	11.1
	8.8
	8.9

	
	CC3
	0.1
	1.3
	3.8
	3.8

	
	CC4
	<0.1
	1.1
	2.9
	2.9


ZF.7.2.3
Discussion and conclusions

ZF.7.2.3.1
Impact from frequency re-use

This paper adds simulation results for 1/3 re-use and shows that EC-GSM-IoT MTC services may be accommodated on the PDCH of a single BCCH carrier network on as low BCCH spectrum allocations as 600 kHz. For 600 kHz there is less than 2.2 times increase in Downlink TS utilization compared to 2.4 MHz. The transmission delays are increased when going to a tighter re-use. The effect is however rather moderate compared to the 75% reduction of the required frequency spectrum, corresponding to four times the spectral efficiency. Failed rates are in all scenarios kept at a low level.

ZF.7.2.3.2
SINR vs carrier based measurements

ZF.7.2.3.2.1
General

This paper also compares performance between SINR based and carrier signal strength based downlink coverage class selection methods. It shows that downlink coverage class selection based on SINR has more potential than signal strength measurements, specifically in the 1/3 re-use. For 4/12 re-use the downlink TS utilization is the same for both selection methods, but also here there is a visible difference in the delay of the DL delivered reports. For 1/3 re-use, carrier based downlink coverage class selection gives approximately 7 % higher downlink TS utilization compared to SINR based downlink coverage class selection.

It should be mentioned that carrier based measurements and SINR based measurements need to be compared taking the full system impact into account. The coverage class settings will be different, and influence how devices behave in the network. Hence, all metrics investigated will be influenced when changing the CC selection method.

ZF.7.2.3.2.2
Coverage class distribution

The main intention to go from carrier based measurements to SINR based measurements is to get a more accurate CC selection that better reflects the experienced SINR when transmitting the block (although the measurement to base the SINR CC selection on is taken at another point in time). In contrast, for carrier based selection, the selection will not take interference into account, and hence the thresholds need to be set more conservatively (more users in higher CC) when interference is increased in order to keep the timeslot utilization and delays low.

In Figure ZF.7.2‑3 and Figure ZF.7.2‑6 the coverage class distribution between carrier based and SINR based measurements are shown. As can be seen in Figure ZF.7.2‑3 and Figure ZF.7.2‑6 the downlink coverage class and coverage class code point distribution over experienced SINR is much wider for carrier measurement based than SINR measurement based downlink coverage class selection. That means that more mobiles will make a better downlink coverage class selection if SINR measurement based downlink coverage class selection is used.

It can be noted that for carrier measurements approximately 10 % of the mobiles experiencing a downlink SINR of only 0 dB will flag the highest coverage class code point 7. 

It can also be noted that the width at half height for the distribution of coverage class code point 3 to 6 is approximately 7 to 8 dB for SINR measurements.
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Figure ZF.7.2-3: Downlink Coverage class distribution for 33 dBm.

Carrier SS based (left), SINR based (right)
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Figure ZF.7.2-4: Downlink Coverage class distribution for 23 dBm.

Carrier SS based (left), SINR based (right)
ZF.7.2.3.2.3
 BLER

To understand the system behavior it is of interest to look at the BLER performance. One way to look at it is to investigate the BLER at different coupling loss. At high coupling loss close to the coverage limit, both C based selection and SINR based selection will use higher CCs (for C based selection a MS will estimate itself to be below BT_Threshold_DL, and for SINR based selection, the SINR will be low enough even without added interference). However, for lower coupling loss ranges, a difference is expected, depending on the coverage class threshold settings for the different approaches. In Figure ZF.7.2‑5 the BLER versus Coupling Loss is shown at Coupling Loss 100 to 140 dB. As can be seen, even with a lower resource usage (as shown in Table ZF.7.2‑5) for SINR based selection, the BLER is significantly lower compared to the C based selection.
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Figure ZF.7.2-5: Average downlink BLER vs Coupling Loss for 33 dBm
One can see that the BLER level is for some coupling losses higher than the aimed for 20 %. However, in these regions MCS-4 can have been used, where the RLC/MAC header still would have a low BLER, and IR could be used (although not activated in the simulations). For SINR based selection, the BLER is low due to the limited MCSs usage (maximum MCS-4) and the limitation in power down-regulation on the BCCH carrier (max 6 dB). Hence, even if 8PSK MCSs have not been used in the simulations (MCS-5-9) the simulations show a potential of using these to minimize resource usage in the network and improve spectral efficiency also reducing resource usage further.

ZF.7.2.4
Conclusion

EC-GSM-IoT MTC services may be accommodated on the PDCH of a single BCCH carrier network on as low BCCH spectrum allocations as 600 kHz.

Downlink coverage class selection based on SINR has more potential than signal strength measurements, specifically in the 1/3 re-use. It gives lower downlink timeslot utilization and lower delays thanks to increased probability to choose a coverage class and MCS that matches the experienced SINR.
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ZF.8.2
Legacy GRPS MTC uses cases and scenarios

Legacy GPRS, since the early years of M2M, is the most used access network for Machine to Machine application. As a consequence the number and the diversity of applications generating MTC traffic in a GSM/GPRS network is extremely large, even if they often imply only a very limited number of UE. Therefore, building a traffic model for all of them so that they can be taken into account in a generic MTC traffic model for legacy GPRS is seen as impossible.

This is the reason why the approach proposed in this document is rather to identify a limited set of representative application and uses cases that will be or are already typically operating over a GSM/GPRS network on a large scale, and to model them in a rather extreme situation. The resulting over-estimation is expected to reflect applications and use cases that weren’t considered.

The set of considered use cases and the related parameters are summarized in Table 1. It includes: 

-
Pay as you drive 

-
Bike fleet management : This model reflect the use case of asset tracking

-
Coffee Machine :This model reflect the use case of a remotely managed electrical appliance

-
Smart-Grid: 

-
Reading: classical remote meter reading, adapted to electric metering

-
Load monitoring: in addition to metering, utility usually retrieve statistical data on the daily electrical consumption to improve production management.

Deployment hypotheses are those considered in 3GPP TR 45.820 [1]. Consequently the inter-site distance is 1732 meters, leading to cell area of 0,866 km2.

The number of UE has been calculated for this cell area and on the basis of the city of Paris which is a very dense city and with the hypothesis that all of the devices are served by a single PLMN having 100% market share.
Table ZF.8-1: Traffic models for the selected applications and use cases
	Use case
	Pay as you drive
	Bike fleet management
	Coffee machines
	Smartgrid - load monitoring
	Smartgrid - reading

	Devices per cell
	7967
	173
	169
	8461
	8461

	Activity factor 
	0.2
	1
	1
	1
	1

	Downlink
	Keep alive once a day
	A tracking request per 30 min
	Keep alive once a day
	One load request message per day 
	One reading  per two hours

	Packet size [bytes]
	30
	10
	30
	45
	45

	Inter-arrival time [s]
	86400
	1800
	86400
	86400
	7200

	Events per cell per s [1/s]
	0.018
	0.096
	0.002
	0.098
	1.18

	Uplink
	One update every 10 min
	Response to tracking request
	A message per day
	One data message every day
	One reading  per two hours

	Packet size [bytes]
	150
	150
	150
	1200
	40

	Inter-arrival time [s]
	600
	1800
	86400
	86400
	7200

	Events per cell per s [1/s]
	2.66
	0.096
	0.002
	0.098
	1.17

	Uplink transactions per cell per day
	229450 (66.0%)
	8304 (2.4%)


	169 (0.05%) 
	8461 (2.4%)
	101532 (29.2%)


ZF.8.3
Aggregated traffic model of MTC over Legacy GPRS
The aforementioned per application traffic models are then aggregated to obtain a global traffic model for MTC traffic over legacy GPRS that could be used as a unique traffic model for MTC traffic over legacy GPRS.

For the uplink, there is a large variation in the packet sizes between the per application models. In the aggregate model, the uplink packet size is therefore randomly picked among the packet sizes of the different per application traffic models. For the downlink, the packet sizes of the per application traffic models are more similar. Therefore, the downlink packet size is assumed to be fixed (always using the worst case packet size).

For simplicity, it is assumed that uplink and downlink packets are sent independently.

Resulting parameters for this traffic model are given in table ZF.8-2.

Table ZF.8-2: Global traffic model for MTC traffic of legacy GPRS
	Aggregated Legacy GPRS MTC model : 347916 transactions/day

	Downlink
	1.39 events/cell/s

	
	Fixed packet size of 45 bytes

	Uplink
	4.03 events/cell/s

	
	Packet size randomly picked from [40,150,1200] 
with probabilities 
[0.291, 0.684, 0.024].
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ZF.9.2
Model

In EC-GSM-IoT the MS measures the wanted received signal level on the FCCH and/or EC-SCH. To average out fast fading, the MS should take several (e.g. 5) measurement samples spread out in time (e.g. over 5 s). Further, SINR estimation is discussed above as an alternative or complement to signal level estimation.

When studying EC-EGPRS performance in tight reuse networks, WA9.2 of Annex ZF.1states that “Cell reselection shall be based on realistic models of neighbor cell measurements in idle mode [...]”. Therefore, when modeling cell re-selection in system simulations for tight reuse networks, the measurement procedure of the MS should be accurately modelled. Since fast fading is typically modelled in the system simulator, the averaging across multiple samples spaced in time can be directly implemented. However, for the first step of taking measurement samples on the EC-SCH, the measurement inaccuracy needs to be taken into account in order not to overestimate the performance of cell re-selection. Unless the system simulator models the signals on I/Q sample level, a statistical measurement inaccuracy model is needed.

The proposed model is as follows:

-
For each measurement sample taken on one instance of the EC-SCH (up to 7 EC-SCH bursts)

-
Calculate the true wanted signal level  and true SINR
-
Add a random measurement error to the true wanted signal level, with a distribution depending on the true SINR
-
Average (e.g.) 5 measurement samples over time (e.g. 5 s).

To derive a statistical distribution for the measurement inaccuracy in 1b, link simulations have been run. For each measurement (done as described in section 4.2 above), the true SINR and the estimated wanted signal level are logged. From this, the error distribution at each given instantaneous true wanted signal level is derived.

ZF.9.3
Noise-limited case
Distributions (PDFs) of the wanted signal level estimation error are shown in Figure ZF.9-1 for different true SINRs (-15 dB, -5 dB and 0 dB) and different number of EC-SCH burst pairs used for signal level estimation (1 and 6). For comparison, a normal distribution with the same mean and standard deviation as the estimation error is shown.
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Figure ZF.9-1: PDF of wanted signal level estimation error. True SNR is  -15 dB (top), -5 dB (middle) and 0 dB (bottom), respectively. Either 1 correlation pair (left) or 6 correlation pairs (right) have been used.

It can be seen that the estimation error is reasonably accurately modelled by a normal distribution.

The mean and standard deviation of the wanted signal level estimation error is shown in figure ZF.9-2.
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Figure ZF.9-2: Mean and standard deviation of estimation error versus true SINR. Noise-limited case.
For SINR estimation, the SINR is calculated from wanted signal level and total signal level (see section 3). The total signal level estimation can be assumed to be error-free.
ZF.9.4
Interference-limited case

The wanted signal level estimation error was found to be approximately normal distributed also in the interference limited case (not shown here). The mean and standard deviation of the wanted signal level estimation error is shown in figure ZF.9-3
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Figure ZF.9-3: Mean and standard deviation of estimation error versus true SINR. Interference-limited case.
ZF.9.5
Discussion and conclusions
General principles of signal level estimation for EC-GSM-IoT have been outlined. The use of SINR as an alternative or complement to wanted signal level has been proposed to cope with cell e.g. re-selection and coverage class selection in interference limited situations. These principles have also been used when performing simulations, estimating the wanted signal level and SINR accuracy achievable over the EC-SCH repetitions. 

The FCCH is a natural channel to be used for signal level estimation considering its high PSD characteristics in extended coverage. This should help in refining the estimation results presented in this paper. 

A signal level estimation with an RMSE accuracy of lower than 2 dB was observed if averaging over 5 signal level samples, performing the averaging in the linear domain. Similar accuracy was observed for SINR estimation in the range -10 dB < Average SINR < 30 dB.

Finally, a system simulator model for wanted signal level and SINR estimation errors has been outlined.

Considering the additional investigated SINR based estimator, this could be seen as a complement or replacement of a signal based estimator. 
� The Inter Site Distance (ISD) equals 7500 meters.


� NOTE1: Considering that the EC-RACH is based on slotted ALOHA, the resource usage per user cannot directly be translated to overall resource usage. Hence, the estimate should be considered an upper limit (in case no collisions occur)
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