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pCR 45.820 NB M2M - System Level Simulation for Capacity and Latency Evaluation
1 Introduction

This document provides the text proposal on the capacity evaluation for the NB M2M system based on system-level simulations. Detailed discussions and analysis on the proposed changes can be found in [1].
2 Proposed text for the TR
	First Change


7. 
Physical layer aspects and radio access protocols for clean slate concepts
[details omitted]
7.1.5
Radio resource management

[details omitted]
7.1.6
Concept evaluation
7.1.6.1
Coverage evaluation

[details omitted]
7.1.6.2
Capacity evaluation
7.1.6.2.1
Capacity evaluation for MS generated user data
This subclause presents capacity evaluation results for MS generated user data, as defined in subclause 5.2.2, based on system-level simulations.

The traffic model from Annex E and the capacity evaluation methodology from subclause 5.2 are followed.
7.1.6.2.1.1
BPL modelling
The CDFs of the BPL for all the MSs in the simulation, after each MS has selected its preferred cell based on minimising the overall path plus penetration loss, are shown in Figure 7.1.6.2-1. The BPL scenarios are defined according to Table D.2 and Table D.3 in Annex D. 
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Figure 7.1.6.2-1. BPL modelling results
7.1.6.2.1.2
Traffic generation
The information exchange due to the initiation of a MAR periodic or NC attempt is referred to as a “session” and the traffic is generated as follows. 
The number of MAR periodic sessions generated per sector per day is expressed as:
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where 
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 is the number of MSs configured per sector (see Annex E.1).

The total number of network command sessions generated per sector per day is expressed as:
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The total number of sessions generated per sector during the simulation is:
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where 
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is the actual simulation time.  Due to the limitation on processing capability of the workstations running simulations, the actual simulation time (denoted by 
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, in seconds) is normally in the order of hundreds or thousands of seconds.
Note that the total number of sessions generated per cell site is 
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The MAR periodic traffic and network command traffic are assumed to be uniformly distributed over time.
7.1.6.2.1.3
Assumptions
A single 200 kHz carrier is assumed to be reused in all cells. The mapping of physical channel names to physical channel numbers is listed in Table 7.1.6.2-1 for the downlink and Table 7.1.6.2-2 for the uplink.

Table 7.1.6.2-1. Downlink physical channel allocation

	Downlink physical channel name
	Downlink physical channel no. (DL_CHAN)

	PBSCH
	5

	EPBCH
	6

	PDSCH
	0, 1, 2, 3, 4, 7, 8, 9, 10


Note: Downlink physical channel number 11 is not allocated in simulations.

Table 7.1.6.2-2. Uplink physical channel allocation

	Uplink physical channel name
	Uplink physical channel no. (UL_CHAN)

	PUSCH
	0, 1, 2, …, 35


A frequency reuse of 1/1 is assumed for PBSCH and EPBCH, and a frequency reuse of 1/3 is assumed for PDSCH and PUSCH. For each sector, 9 PUSCHs are configured for data transmission, and 3 PUSCHs are configured for random access.

The three PDSCH channels belonging to a given sector are configured with three different coverage classes following subclause 7.1.5.3. The DCI configuration for each coverage class is listed in Table 7.1.6.2-3.

Table 7.1.6.2-3. DCI configuration for each coverage class

	Coverage class index
	DCI interval (ms)
	DCI MCS

	0
	160
	5

	1
	640
	3

	2
	1280
	2


The coverage class index is determined for each MS such that the highest coverage class index is selected subject to the required SINR for the DCI MCS being lower than or equal to the MS’s average SINR. The average SINR can be regarded as a long-term SINR which is obtained by filtering the instantaneous SINR experienced by the MS.
Editor’s note: more details on measurements that are used for coverage class determination are to be provided.
The power control mechanism described in subclause 7.1.3.2.2 is adopted in the simulations.

The random access procedure described in subclause 7.1.4.5 is followed in the simulations. The maximum allowed number of random access attempts for each MAR periodic or NC session is set to 5, and the parameter 
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 is set to 4 DCI intervals.

The downlink MCS is determined for each MS such that the highest downlink MCS index is selected, subject to the required SINR being lower than or equal to the MS’s average downlink SINR. The same methodology is applied to the adaptation of uplink MCSs.
Editor’s note: more details on measurements that are used for downlink MCS determination are to be provided.
Data transmission and retransmission described in subclause 7.1.4.6.3 are followed.
The BS transmit power is 32.2 dBm per downlink physical channel, and the maximum MS transmit power is 23 dBm per uplink physical channel.
No frequency hopping is applied in the simulation.
Other simulation assumptions follow Table D.1 in Annex D.
7.1.6.2.1.4
Simulation cases
The definitions of eight simulation cases are shown in Table 7.1.6.2-4, corresponding to scenarios with and without IP header compression and with different parameters relating to building penetration loss (BPL). 

To determine the maximum capacity of the system, each simulation case is run for a number of offered loads (denoted by “#MS per sector”).
Table 7.1.6.2-4. Definition of simulation cases
	Case no.
	MS Modulation class
	IP header compression
	BPL scenario
	BPL inter-site correlation coefficient
	Offered load (#MS per sector)

	1
	Class-B
	Yes
	Scenario 1
	0.5
	12857, 25714, 52547, 64285, 77142

	2
	Class-B
	No
	Scenario 1
	0.5
	12857, 25714, 52547, 64285

	3
	Class-B
	Yes
	Scenario 1
	0.75
	12857, 25714, 52547, 64285, 77142

	4
	Class-B
	No
	Scenario 1
	0.75
	12857, 25714, 52547, 64285

	5
	Class-B
	Yes
	Scenario 2
	0.5
	12857, 25714, 52547, 64285, 77142

	6
	Class-B
	No
	Scenario 2
	0.5
	12857, 25714, 52547, 64285

	7
	Class-B
	Yes
	Scenario 2
	0.75
	12857, 25714, 52547, 64285, 77142

	8
	Class-B
	No
	Scenario 2
	0.75
	12857, 25714, 52547, 64285


Note: With IP header compression, the protocol overhead above (equivalent of) SNDCP layer is 29 bytes. Without IP header compression, the protocol overhead above (equivalent of) SNDCP layer is 65 bytes. See Table E.2-3 in Annex E for more details. The header overhead of (equivalent of) SNDCP down to MAC (e.g. SNDCP, LLC, RLC/MAC in Gb mode) layer can be estimated to be 15 bytes (4 bytes for SNDCP + 6 bytes for LLC + 2 bytes for MAC + 3 bytes for CRC).
Suppose the total number of successful uplink reports collected from all cell sites is 
[image: image10.wmf]report

N

, the number of simulated cell sites is 
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, and the number of 200 kHz carriers allocated to one cell site is 
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. For each simulation case, the capacity result is given by:
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The value of N200kHz is set to 1 in the following capacity results. Considering coexistence performance in realistic deployments, N200kHz may need to be set to other values.
7.1.6.2.1.5
Capacity results
Capacity results are shown in Figure 7.1.6.2-2. The vertical red line represents the target number of devices within a sector taken from Table E.1-1 in Annex E. The black line represents the “ideal capacity” (i.e. assuming every uplink report is successfully delivered by the system), so is a straight line through the origin with gradient determined by the parameters of the traffic model. 
Note that in the traffic model for Network Commands, as described in Annex E2.3, “it is assumed that 50% of such Network Commands will require the MS to send an application layer UL response whilst the other 50% will not generate a response in system level simulations.” Hence the black line representing ideal capacity only takes half of the NC sessions into account, since only these NC sessions generate uplink reports (the other half of the NC sessions are still simulated because they generate load on the system in other respects which will indirectly impact available capacity especially at higher loads). 
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Figure 7.1.6.2-2. Capacity (in #reports/200 kHz/hour)

7.1.6.2.1.6
Conclusions
The following conclusions may be drawn from the capacity results in Figure 7.1.6.2-2:

-    For the target number of devices within the sector (indicated by the vertical red line), there is no significant difference for any of the simulation cases between the actual number of reports and the ideal number of reports. This implies that the capacity of the system is sufficient to support the target number of MSs per sector, even with the more challenging BPL simulation cases.

-    Small differences between the actual number of reports and the ideal number of reports start to appear at offered loads that are higher than the target load.
-    The benefit provided by IP header compression is small due to the very low number of packets that need to be fragmented at the MAC layer even without IP header compression, and also because the system can support the target load in both cases (a more significant benefit would be expected at higher offered loads than the target load).
-    There are only marginal differences in capacity performance between the two BPL inter-site correlation coefficient settings because the system can support the target load in both cases (significant differences only start to appear at higher offered loads than the target load).
It is important to note that these capacity results are achieved with a system design that has been intentionally constrained in two key respects:

· The NB M2M solution has a frequency re-use assumption that is compatible with a stand-alone deployment in a minimum system bandwidth for the entire IoT network of just 200 kHz (FDD), plus guard bands if needed.
· The NB M2M solution uses an MS transmit power of only +23 dBm (200 mW), resulting in a peak current requirement that is compatible with a wider range of battery technologies, whilst still achieving the 20 dB coverage extension objective.

	Second Change


7. 
Physical layer aspects and radio access protocols for clean slate concepts
[details omitted]
7.1.5
Radio resource management

[details omitted]
7.1.6
Concept evaluation
7.1.6.1
Coverage evaluation

[details omitted]
7.1.6.2
Capacity evaluation
[details omitted]
7.1.6.3
Latency evaluation
7.1.6.3.2
Latency evaluation for uplink reports generated by MAR periodic
This subclause presents latency evaluation results based on system-level simulations for uplink reports generated by the MAR periodic traffic model, as defined in subclause 5.3.2.

The traffic model from Annex E.2.2 and the latency evaluation methodology from subclause 5.3 are followed.
7.1.6.3.2.1
Assumptions
 The following evaluations use the same BPL modelling as described in subclause 7.1.6.2.1.1, the same traffic generation as in subclause 7.1.6.2.1.2,  the same simulation assumptions as in subclause 7.1.6.2.1.3, and the same simulation cases as in subclause 7.1.6.2.1.4.

The time for a given MS to synchronise to the network is randomly chosen from the CDF of synchronisation time for the corresponding coverage class.

7.1.6.3.2.2
Results
The distributions of the latency for MAR periodic uplink reports are shown in Figure 7.1.6.3-3.
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Figure 7.1.6.3-3. CDF of latency for MAR periodic UL reports @MS per sector=52547
The 50th percentile latencies with offered load of 52547 MSs per sector are summarized in Table 7.1.6.3-4.
Table 7.1.6.3-4. The 50th percentile latency for MAR periodic UL reports @MS per sector=52547
	BPL Coefficient
	Scenario 1
	Scenario 2

	
	w/ IP HC
	w/o IP HC
	w/ IP HC
	w/o IP HC

	0.5
	1.21s
	1.47s
	1.27s
	1.63s

	0.75
	1.23s
	1.59s
	1.31s
	2.17s


7.1.6.3.3
Latency evaluation of downlink application layer ACKs for uplink generated MAR periodic reports
This subclause presents latency evaluation results based on system-level simulations for downlink application layer ACKs, as defined in subclause 5.3.3.

The traffic model from Annex E.2.2 and the evaluation methodology from subclause 5.3 are followed.
7.1.6.3.3.1
Assumptions
The same assumptions as described in subclause 7.1.6.3.2.1 are used in the latency evaluation of downlink application layer ACKs for uplink generated MAR periodic reports.
7.1.6.3.3.2
Results
The distributions of the latency for downlink application layer ACKs are shown in Figure 7.1.6.3-4.
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case 1(hc,scn 1,coef 0.5)
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case 8(no hc,scn 2,coef 0.75)


Figure 7.1.6.3-4. CDF of latency for application layer ACK @MS per sector=52547
The 50th percentile latencies with offered load of 52547 MSs per sector are summarized in Table 7.1.6.3-5.
Table 7.1.6.3-5. The 50th percentile latency for application layer ACK @MS per sector=52547
	BPL Coefficient
	Scenario 1
	Scenario 2

	
	w/ IP HC
	w/o IP HC
	w/ IP HC
	w/o IP HC

	0.5
	0.20s
	0.27s
	0.2s
	0.28s

	0.75
	0.20s
	0.28s
	0.2s
	0.27s


7.1.6.3.4
Latency evaluation for random access
 This subclause presents latency evaluation results based on system-level simulations for random access, as defined in subclause 5.7.

The random access procedure described in subclause 7.1.4.5 is followed. 

7.1.6.3.4.1
Assumptions
The same assumptions as described in subclause 7.1.6.3.2.1 are used in the latency evaluation of random access. The maximum allowed number of random access attempts for each MAR periodic or NC session is set to 5, and the parameter 
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 is set to 4 DCI intervals.
7.1.6.3.4.2
Results
The distributions of the latency for random access are shown in Figure 7.1.6.3-5.
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Figure 7.1.6.3-5. CDF of latency for RACH @MS per sector=52547
The 50th percentile latencies with offered load of 52547 MSs per sector are summarized in Table 7.1.6.3-6.
Table 7.1.6.3-6. The 50th percentile latency for RACH @MS per sector=52547
	BPL Coefficient
	Scenario 1
	Scenario 2

	
	w/ IP HC
	w/o IP HC
	w/ IP HC
	w/o IP HC

	0.5
	0.28s
	0.34s
	0.28s
	0.33s

	0.75
	0.28s
	0.34s
	0.33s
	0.33s


The failure ratios of random access, as described in subclause 5.7 (and which are not included in the CDF of RACH latency), are summarized in Table 7.1.6.3-7.
Table 7.1.6.3-7. RACH failure ratio @MS per sector=52547
	BPL Coefficient
	Scenario 1
	Scenario 2

	
	w/ IP HC
	w/o IP HC
	w/ IP HC
	w/o IP HC

	0.5
	1.66%
	2.20%
	2.09%
	2.39%

	0.75
	1.30%
	1.45%
	1.44%
	1.66%


	End of Changes
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