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1 Introduction
A narrowband OFDMA concept for GERAN Cellular IoT is described in [1] together with high level MAC procedures for data transfer. This paper provides latency evaluation for exception report. 

This document is update of GPC150238.
Further revisions made in this Tdoc compared to previous version are highlighted in yellow. Time for final MAC layer ack delivery has been removed.
2 Exception report procedure
The different steps involved in sending exception report is shown in Figure 1. The time it takes to complete each step depends on coverage class.
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Figure 1 Steps for exception reporting
2.1  Time to synchronize
Detailed information on time to synchronize to a cell is provided in [2] and the time to achieve synchronization for 90% of the devices in each of the three coverage classes is shown in Table 5.
2.2 Time to read Primary System Information

The time to read primary system information message is 2-slot duration (11.925ms) (see [1]) but the actual duration depends on where synchronization is achieved within a frame as depicted in Figure 2. The best case is that synchronization completes immediately before the PSI slots and the worst case is synchronization completes one PSCH after the PSI slot. Therefore the shortest duration to read PSI is 11.925ms and the worst case is 886.925ms (125*7 + 11.925). Therefore average time to achieve synchronization is 550ms.
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Figure 2 Worst and best case for PSI read

2.3 Time to send PRACH

Time to send PRACH is directly dependent on the coverage class and the duration between reading PSI and start transmission of PRACH. For different coverage classes there are different number of PRACH slots available within a frame. To make calculations simpler it is assumed that the last PRACH slot from the frame is used by the mobile. That is for coupling loss of 164dB slots 12 – 23 are used, for coupling loss of 154 slots 18 – 23 are used while for coupling loss of 144dB slots 20 – 24 are used. In other words PRACH completes exactly 141.375ms after reading of PSI as depicted in Figure 3.
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Figure 3 Time to send PRACH

2.4 Time to receive assignment

Time it takes to receive an assignment message is dependent on coverage class (aka coupling loss) and the total time for the three coupling losses is are shown in Table 1. The assignment message is sent on the PDCCH and because the PRACH is assumed to complete by the end of the PRACH slots then network would have to wait till the next PDCCH occurrence. Total delay to the start of the PDCCH slot is 166-24 (extended slots) + 5 = 145 slots for all coverage classes. This is shown as the delay to start of PDCCH slot in Table 1.
Table 1 Time to receive assignment message.  

	
	Coupling loss (dB)

	Path loss
	144
	154
	164

	PDCCH coverage class
	3
	4
	5

	# of Rx slots
	3
	5
	14

	Delay to start of PDCCH (ms)
	876.5
	876.5
	876.5

	TUplinkAssignment (ms)
	
895
	907
	962


Note: On the downlink there are 163 slots per second.
2.5 Time to send data
For exception reporting application payload size, IP protocol and NAS protocol sizes are defined in [1] while MAC layer overhead is defined in [3] and various field sizes are shown in Table 2. Also shown in this table is the expect MCS to use for each of the three coupling losses (see [1]). Total time to transmit uplink packet, shown in Table 3, containing exception report includes 3 slots of MS reaction time.
Table 2 PHY layer payload size and Tx time.  
	
	Uncompressed IP
	Compressed IP

	Application layer report size
	20
	20

	Upper layer Protocol header
	65
	29

	SNDCP header
	4
	4

	LLC header
	6
	6

	MAC (see [3])
	5
	5

	Total PHY payload size (bytes)
	100
	64


Table 3 Time to transmit exception report packet.  
	
	100 bytes
Coupling loss (dB)
	64 bytes
Coupling loss (dB)

	Coupling loss
	144
	154
	164
	144
	165
	164

	Uplink MCS
	20
	12
	4
	19
	11
	3

	# of TX slots
	12
	100
	400
	8
	76
	300

	Delay to start uplink transmission
	3
	3
	3
	3
	3
	3

	First Tx slot within a frame
	11
	13
	22
	11
	13
	22

	Last Tx slot within frame
	22
	112
	421
	18
	88
	321

	TUplinkData (ms)
	114
	686
	2551
	70
	477
	1819


Note: On the uplink there are 166 slots per second for non-extended cell.
Some uplink packets use extended slots (because uplink Tx start and end within the same extended group of slots) but some uplink packets use a mixture of extended and normal slots. For MCL of 164dB, it takes over 2 frames to transmit the data hence the total time consists of 5+2*24 extended slots & 371 normal slots for 100 byte payload while it consists of 5+24 extended slots and 274 normal slots for 64 byte payload. 
2.6 Time to receive acknowledgement
Network sends acknowledgement to the mobile station on the PDCCH using the same coverage class as that used to send uplink assignment message to the mobile station. As the size of the MAC level acknowledgement message is same as the size of the uplink assignment message then it takes same amount of time to transmit the actual acknowledgement message as it does to transmit assignment message. The gap between completion of transmission of uplink packet and start reception of ack/nack on PDCCH depends on where in the frame Tx completes and this is depicted in Figure 4.
For MCL of 144 and 154 dB the entire uplink report packet can be transmitted within one frame hence the delay from completion of uplink packet to start reception of acknowledgement message is simply 164 minus last absolute slot number of uplink packet. This is effectively given by 164 - # of slots for assignment – MS reaction time – MS Tx time. For MCL of 164 dB the transmission lasts for more than 1 frame. With 100 bytes Tx completes in slot 90 of frame n+2 for MCL of 164. 
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Figure 4 Gap between uplink data Tx and ack/nack Rx

2.7 Total time to send exception report 
The different durations for initial transmission of an exception report is shown in Table 5
Table 5 Exception report activity duration with 0 re-transmission 
	Activity
	Report with no header compression

(100 byte payload)
	Report with header compression

(65 byte payload)

	Coupling loss
	144
	154
	164
	144
	154
	164

	Tsync (ms)
	500
	500
	1125
	500
	500
	1125

	TPSI (ms)
	550
	550
	550
	550
	550
	550

	TPRACH (ms)
	142
	142
	142
	142
	142
	142

	TUplinkAssignment (ms)
	908
	921
	976
	908
	921
	976

	TUplinkData (ms)
	114
	686
	2551
	70
	477
	1819

	Total time (ms)
	2214
	2799
	5344
	2170
	2590
	4612


If the entire report has to be re-transmitted then this involves reception of new assignment message, data transmission and subsequent acknowledgement reception. With this simplistic approach the durations for initial and one retransmission of an exception report is shown in Table 6.
Table 6 Exception report activity duration with 1 retransmission 
	Activity
	Report with no header compression

(100 byte payload)
	Report with header compression

(65 byte payload)

	Coupling loss
	144
	154
	164
	144
	154
	164

	Tsync (ms)
	500
	500
	1125
	500
	500
	1125

	TPSI (ms)
	550
	550
	550
	550
	550
	550

	TPRACH (ms)
	142
	142
	142
	142
	142
	142

	TUplinkAssignment (ms)
	908
	921
	976
	908
	921
	976

	TUplinkData (ms)
	114
	686
	2551
	70
	477
	1819

	TUplinkAck (ms) (ms)
	933
	393
	632
	958
	540
	154

	TUplinkAssignment (ms)
	908
	921
	976
	908
	921
	976

	TUplinkData (ms)
	114
	686
	2551
	70
	477
	1819

	Total time (ms)
	4169
	4799
	9503
	4106
	4528
	7561


With NB-OFDMA it is possible to send uplink data packets using shorter payload thus reduce the time it takes to re-transmit the report. With this approach the initial time to transmit the report is essentially the same (addition of MAC layer overhead).

With NB-OFDMA it is possible to send uplink data packets using shorter payload thus reduce the time it takes to re-transmit the report. With this approach the initial time to transmit the report is essentially the same (addition of MAC layer overhead). For example, taking the 100 byte payload at 164 dB MCL and transmitting this using 2 MAC blocks and at 10% BLER only one of the two MAC blocks need to be re-transmitting hence easily bringing the total time to below 10s with 1% or lower BLER.
3 Summary
This document provides latency evaluation for transmitting exception report to the network and calculations show an exception report with or without IP header compression can be delivered to the network within 10 seconds. Furthermore, if entire exception report needs to be retransmitted than for all cases except one the exception report is delivered within 10 seconds. Even in the exception case the total duration is less the 11 seconds. But by utilising shorter MAC payload the exception report transmission period is less then 10s for 99% reliability.
It is proposed to add the latency evaluation data to the TR [1] and the corresponding pCR is provided in [4].
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