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Pseudo CR 45.820 – Impact from Core Network selection on evaluation methodologies
1
Introduction

1.1
Background Information

A study on Cellular System Support for Ultra Low Complexity and Low Throughput Internet of Things was approved at GERAN#62, see [1].
The study allows both for an evolution of GSM, to comply with the objectives of the study, and non-backwards compatible solutions by a new system design. In case of the latter a selection of Core Network (CN) architecture is an objective. This selection may impact the evaluations of several other objectives such as latency, device power consumption, and system capacity, as noted in sub-clause 8.2.1 in [2].  
1.2
Reason for change

It is not clearly stated that the choice of CN architecture should be taken into account when evaluating latency, device power consumption and system capacity.
1.3
Summary of change

It is clarified in sub-clauses 5.2.1, 5.2.2, 5.3 and 5.4 that the selected CN and associated interface needs to be taken into account when performing evaluations for latency, device power consumption and system capacity.
1.4
References

[1]

GP-140421, “Cellular System Support for Ultra Low Complexity and Low Throughput Internet of Things”, source VODAFONE Group Plc. GERAN#62
[2]

 “TR 45.820 v1.2.0 as basis for future work”, source Rapporteur.
pCR to 3GPP TR 45.820-v1.2.0
	First modification 


5.2.1
General approach

Capacity evaluation is done by running system level simulations using traffic models defined in Annex E and the system level simulation assumptions in Annex D.

The capacity metric is defined as spectral efficiency in number of reports/200 kHz/hour. The minimum system bandwidth should be defined for each candidate solution and the system bandwidth assumed in any capacity performance evaluation should also be declared.
The selected core network (CN) and associated CN interface (Gb or S1) should be declared, and taken into account when performing the capacity evaluations.
	Second modification 


5.2.2
Capacity evaluation based on MS generated user data

The capacity metric is evaluated by running system level simulations with Mobile Autonomous Reporting (MAR) periodic traffic model and Network Command traffic model (See Annex E on traffic models). 

MAR exception reporting model (See Annex E) is not used for system capacity evaluation.

Software update reconfiguration/update model (See Annex E) is not used together with MAR periodic and Network Command in system level simulations.  

The split of devices between MAR periodic and Network Command is MAR periodic (80%) and Network Command (20%).

System level simulation for capacity evaluation should be repeated for the following total protocol overhead assumptions i.e. including all protocols below application layer and above equivalent of SNDCP layer (See table E.2-3 in Annex E). 



- 
A total protocol overhead of 65 bytes (without IP header compression).

- 
A total protocol overhead of 29 bytes (with IP header compression).

	Third modification 


5.3
Latency evaluation methodology

Applications expected to be supported on Cellular IoT are generally expected to be delay tolerant and this relaxed latency requirement should be used in the design of a system with ultralow complexity and extended coverage (in building). 

However, it is still important to understand the range of latencies that can be expected in the system for delivering Mobile Autonomous Exception reports which may be generated by alarm type applications that need to be delivered in near real time. The latency evaluation in this study is three fold: analytical calculation of latency expected for MAR exception uplink reports, latency evaluation of uplink reports generated by MAR periodic in system level simulations and latency evaluation of the respective DL Application layer ACKs as part of system level simulation for capacity evaluation.

The selected core network (CN) and associated CN interface (Gb or S1) should be declared, and taken into account when performing the latency evaluations.
	Fourth modification


5.4
Energy consumption evaluation methodology

The purpose of energy consumption analysis is to calculate the achievable battery life for an MTC device using a specific candidate solution. A 5 Wh battery capacity should be assumed, without consideration of battery leakage impact since this depends on battery technology. 

An example of the different events that affect energy consumption when an MS has to send an IP packet and receive an IP acknowledgement for that packet is shown in Figure 5.4-1.  
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Figure 5.4-1: Example of events affecting energy consumption for IP packet exchange.

NOTE: Example in Figure 5.4-1 assumes GSM logical channels are used but the actual logical channels for 'clean slate' solutions may be different.
PSS denotes a Power Saving State such as that achieved with the Rel-12 Power Save Mode feature. In Idle, the device may be consuming more power than in the PSS state because, for example, it is maintaining a more accurate time/frequency synchronization with the network.

The energy consumption methodology comprises of two steps: 

1)
Declaration of key input parameters as shown in Table 5.4-1.

Table 5.4-1: Key input parameters for energy consumption analysis

	(1) Battery capacity

(Wh)
	(2) Battery power during Tx
(mW)
	(3) Battery power for Rx
(mW)
	(4) Battery power when Idle but not in PSS (mW)
	(5) Battery power in Power Save State (PSS)
(mW)
	(6) Time between end of IP packet carrying "report" and start of IP packet carrying "ack" on radio (ms)
	(7) Number of reports per day

	5
	
	
	
	[0,015]
	1000
	

	For each report (refer to Figure 5.4-1):

	(8) Rx time from PSS exit to re-entry into PSS

 (ms)
	(9) Idle time from PSS exit to re-entry into PSS 

(ms)
	(10) Tx time from PSS exit to re-entry into PSS
 (ms)
	(11) Time from last Rx or Tx activity to entry into PSS1
(ms)
	
	
	

	
	
	
	20000
	
	
	


2)
The battery life is calculated as follows:

a. Energy consumed per data report: 

e1 (mW×ms) = energy for Tx + energy for Rx + energy for tasks in idle
         =  (10) × (2)    +   (8) × (3)   +    (9) × (4)
E1 (Joules) = e1 / 1 000 000

b. Energy consumed per day:

E2 (Joules) = energy consumed per report × reports per day + energy in PSS per day
         =                     E1× (7)           +   (5) ×3600*24/1000
e2 (Watt Hours) = E2/3600

c. Days of battery life:

D = battery energy capacity / energy consumed per day = (1)/e2

d. Years of battery life:

Y = D/365

NOTE: 
In order to permit a focus on optimized battery life, the 20 second duration from last transmit/receive activity to entry into Power Save State implies the use of a GPRS Ready State timer that is deliberately different to the 44 second default value for T3314 (clause 11.2.2 of TS 24.008 [6]), and a PSM-Active time that is probably different to the suggested value of "2 DRX cycles plus 10 seconds" (clause 4.5.4 of TS 23.682 [7]). For the case where REL-12 Power Saving Mode is used for PSS, the PSM-active timer is assumed to be 0 and 'ready timer' is 20s. Battery life analysis should be done as per step 2 above. The energy consumed per report is dependent on the packet size of the uplink transmission and downlink reception associated with a report and the coverage condition of the device. The analysis is done for Mobile Autonomous Reporting (MAR) periodic traffic for two packet sizes (with packet size = application layer payload + COAP+DTLS+UDP+IP header overhead) of 50 bytes and 200 bytes and three coverage levels: GPRS reference MCL + 0dB, GPRS MCL reference+10 dB and maximum achievable coverage of candidate technology.  

The assumption for DL packet size for battery life analysis (above equivalent of SNDCP) is the header protocol overhead of COAP/DTLS/UDP/IP (either 29 bytes or 65 bytes) i.e. DL application ACK size of zero bytes is assumed.
The energy consumed per day by each device is also dependent on the reporting interval. Two reporting intervals of two hours and 24 hours are used in the analysis. 

Table 5.4-3 provides an example of how the battery life analysis can be captured as a matrix for the different cases to be evaluated. 

Table 5.4-3: Presentation of battery life analysis evaluation for 2 packet sizes, 2 reporting intervals and 3 coverage levels

	
	Battery life/years (1 year = 365 days) for three coverage levels

	Packet size, reporting interval combination
	Coupling Loss = GPRS reference MCL +0 dB
	Coupling Loss = GPRS reference MCL+ 10 dB
	Coupling Loss = maximum supported value

	50 bytes, 2 hours
	
	
	

	200bytes, 2 hours
	
	
	

	50 bytes, 24 hours
	
	
	

	200 bytes, 24 hours
	
	
	


The power consumption in Power Save State is assumed to be [0.015] mW, which only includes the contributions of a low power crystal, a minimal amount of active circuitry such as timers, plus standby current leakage. 

The selected core network (CN) and associated CN interface (Gb or S1) should be declared, and taken into account when performing the energy consumption evaluations.
	End of modifications
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