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Pseudo CR 45.820 – Performance evaluation - NB-M2M Cell Search Procedure
1
Introduction

1.1
Background Information

A study on Cellular System Support for Ultra Low Complexity and Low Throughput Internet of Things was approved at GERAN#62, see [1].
The study allows both for an evolution of GSM, to comply with the objectives of the study, and non-backwards compatible solutions by a new system design.

1.2
Reason for change

Different solutions for the cell search procedure in NB M2M candidate have been proposed and a comparison between them is required. The evaluation of performance for the different solutions is not yet included in the Technical Report.
1.3
Summary of change

An evaluation of the different cell search procedures for NB-M2M is provided.
NOTE: ‘Track changes’ are not used considering that all text included define a completely new section in the TR.
1.4
References

[1]

GP-140421, “Cellular System Support for Ultra Low Complexity and Low Throughput Internet of Things”, source VODAFONE Group Plc. GERAN#62
pCR to 3GPP TR 45.820 v0.4.0
	First modification


7.1.6.x
Cell search evaluation
7.1.6.x.1
General

A comparison of the performance between the designs of cell search mechanism in subclause 7.1.2.2.1 and subclause 7.1.2.2.2 is provided.
7.1.6.x.2
Simulation assumptions

The performance evaluation is performed in a single cell setting where the signal from only a single BS is present. The simulation assumptions are provided in Table 7.1-x. 
Table 7.1-x. Simulation Parameters

	Parameter
	Value

	Carrier Frequency
	900 MHz

	Channel Model
	TU 1 Hz REF

	Symbol Rate
	12 k symbols/s

	SNR
	-3.6 dB1, 6.4 dB and 16.4 dB

	Timing offset
	Randomly generated as one of the values {0,1,2,….,959} symbols

	Oversampling  factor
	16

	Antenna Configuration
	1 Tx, 1 Rx REF

	Frequency Offset
	Randomly generated as one of the values 

{-18 kHz, 18 kHz} 

	Time sample drift
	Modelled according to frequency offset

	Pulse Shaping
	Root raised cosine with roll off 0.22

	NOTE1: -3.6 dB corresponds to an MCL of 164 dB.


7.1.6.x.3    Simulation results
The results are generated by averaging over 1000 different iterations. A false alarm probability of 1 % is assumed. The performance of detection is dependent on the number of frames accumulated. The false alarm thresholds are obtained using noise as the only input signal, and are set in a manner such that the number of frames required to obtain 99 % detection results in a false alarm of 1 %. 
The number of frames required to obtain 99 % detection rate for the solutions in subclauses 7.1.2.2.1 and 7.1.2.2.2 at different MCLs are tabulated in Table 7.1-y. For example, at an MCL of 164 dB corresponding to -3.6 dB SNR, 12 frames are required for the solution in subclause 7.1.2.2.2 to obtain 99 % detection compared to 15 frames for the solution in subclause 7.1.2.2.1. 

Table 7.1-y. Comparison of the number of frames required to obtain 99 % detection for a false alarm probability of 1 % for both solutions.

	MCL
	Number of frames required for 99 % detection for the solution in subclause 7.1.2.2.1
	Number of frames required for 99 % detection for the solution in subclause 7.1.2.2.2

	164 dB
	15
	12

	154 dB
	2
	2

	144 dB
	1
	1


In these comparisons, realizations for which there was no detection are excluded. The synchronization time is given in the number of frames, and “Network Synchronization Time” denotes the total number of frames required to obtain complete synchronization for a desired percentage of the mobile stations. In order to have complete synchronization, the mobile station needs to know the correct frame number and cell ID, along with a frequency offset estimation error of 45 Hz and frame timing within 1/8th of a symbol. 
Evaluations show that only 86 % of the iterations are able to obtain symbol timing within 1/8th of a symbol for both solutions at an MCL of 164 dB. When relaxing the symbol timing error to 1/4th of a symbol, synchronization is possible at higher level of accuracy, see Table 7.1-z. 
The solution in subclause 7.1.2.2.1 achieves a maximum of 98.5 % timing estimation accuracy, therefore, the entries corresponding to the 99% accuracy are omitted. 
The solution in subclause 7.1.2.2.2 outperforms the one in subclause 7.1.2.2.1 by providing faster synchronization. 
Table 7.1-z: Comparison of network synchronization time for the solutions in subclauses 7.1.2.2.1 and 7.1.2.2.2 at 164 dB MCL. The maximum frame timing error is set to 1/4h of a symbol.

	Estimation Accuracy
	Solution in  7.1.2.2.1
[#frames]
	Solution in 7.1.2.2.2
[#frames]
	Reduction
[%]

	95 %
	18
	12
	33 %

	96 %
	19
	13
	32 %

	97 %
	22
	15
	32 %

	98 %
	24
	17
	29 %

	99 %
	-
	21
	-


For MCLs of 154 dB and 144 dB, symbol timing within 1/8th of a symbol is achievable. This is reflected in Table 7.1-c and Table 7.1-d.
Table 7.1-c: Comparison of network synchronization time for the solutions in subclauses 7.1.2.2.1 and 7.1.2.2.2 at 154 dB MCL. The maximum frame timing error is set to 1/8th of a symbol.

	Estimation Accuracy
	Solution in  7.1.2.2.1
[#frames]
	Solution in 7.1.2.2.2
[#frames]
	Reduction
[%]

	95 %
	4
	4
	0 %

	96 %
	5
	4
	20 %

	97 %
	6
	4
	33 %

	98 %
	7
	6
	14 %

	99 %
	9
	8
	11 %


Table 7.1-d: Comparison of network synchronization time for the solutions in subclauses 7.1.2.2.1 and 7.1.2.2.2 at 144 dB MCL. The maximum frame timing error is set to 1/8th of a symbol.

	Estimation Accuracy
	Solution in  7.1.2.2.1

[#frames]
	Solution in 7.1.2.2.2

[#frames]
	Reduction
[%]

	95 %
	3
	3
	0 %

	96 %
	3
	3
	0 %

	97 %
	3
	3
	0 %

	98 %
	4
	3
	25 %

	99 %
	4
	4
	0 %


