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Traffic Models for Cellular IoT
1. Introduction

This document summarises the working assumptions agreed at GERAN#64 on traffic models for Cellular IoT.
2. Working Assumptions on Traffic Models for Cellular IoT
WA1: Four different Application Traffic models are defined:

1) Mobile Autonomous Reporting (Exception reports) 

2) Mobile Autonomous Reporting (Periodic reporting) 

3) Network Command (Application layer DL Command with/without Application layer UL response)

4) Software update/reconfiguration model

WA1.1:  Application ACK on downlink may be needed for uplink transmissions. The application downlink ACK is immediately sent after the base station successfully receives an application UL packet. No retransmission of the APP DL ACK/UL packet is required. The percentages of UL packets that need DL application layer ACK for the different traffic models are as follows:

-MAR (exception): 100% with DL application layer ACK

-MAR (periodic): 50% with DL application layer ACK 
-Network Command: 50% have an application layer UL response.  There is no need for application DL ACK for the response.
WA1.2: UL application layer ACK is required for software update/reconfiguration model. 
Mobile Autonomous Reporting (Exception Reporting) [MAR exception]

WA2:  Application payload size for MAR exception is 20 bytes.

Mobile Autonomous Reporting (MAR Periodic reporting)

WA4:  Application payload size for MAR periodic:

Pareto distribution with shape parameter alpha = 2.5 and Xm = 20 bytes with a cut off of 200 bytes (application payload)

Periodic inter-arrival time

WA5: Split of inter-arrival time periodicity for MAR periodic is:  1 day (40%), 2 hr (40%), 1hr(15%), 30 mins (5%) 
Network Command (Application layer DL Command with/without Application layer UL response)
WA6: Size of DL command = 20 bytes application payload

WA7: distribution of UL application payload same as WA4 for MAR periodic
WA8: Periodic inter-arrival time distribution is same as for MAR periodic (WA5)
DL ACK size for UL reporting

WA8a: DL ACK size for MAR exception and MAR periodic is 20 bytes application payload 

Software updates/reconfiguration 
WA9: Minimum application payload size = 200bytes 
WA10: Maximum application payload size = 2000 bytes

WA11: Distribution is Pareto distribution with shape parameter alpha 1.5 and Xm = 200 bytes with a cut off of 2000 bytes 
WA12:  each application layer DL payload has one application layer UL ACK with 20 bytes payload 
WA12a: Traffic inter-arrival time = 6 months (180 days).
Header Overhead above equivalent of SNDCP layer

WA13: Protocol stack above equivalent of SNDCP layer is COAP/DTLS/UDP/IP

WA 14: COAP header size is 4 bytes
WA15: DTLS: 13 Bytes

WA16: UDP: 8 bytes

WA17: IP: two options are used in system level simulations 
Option 1: without IP header compression = 40 bytes

Option 2: with IP header compression = 4 bytes
Use of Traffic Models

a) System Capacity Evaluation

WA18: Traffic models used for system capacity simulation are based on Gb architecture only.
WA 18.1: Only MAR periodic and Network Command are used for system capacity analysis.
WA 18.2: MAR Exception reporting is not used for system capacity evaluation.
WA18.X: System capacity simulation will be repeated for two options in WA17.

WA 18.3: Software update/reconfiguration capacity analysis is a standalone evaluation which does not use MAR periodic and Network Command traffic models (WA18.1

WA 18.4: All devices require Software update/reconfiguration

WA18.5: Split of devices between MAR periodic and Network Command is MAR periodic (80%) and NC (20%)
b) Latency analysis 

WA21: latency analysis is done based on MAR periodic model as part of system capacity evaluation
WA21.1: Latency definition for MAR UL periodic reporting is as follows
1) Latency excludes time needed for SI reading (as this is generally not required). 

2) Latency includes the time for UE to synchronise to the network. 
3) Latency includes the time for an access attempt from the device till the time to successfully receive the UL application layer payload at the base station.  

4) No specific latency requirement is considered in this case. 
WA 22: latency analysis is not needed based on Network Command model as part of system capacity evaluation.
WA 23: latency analysis is done for application layer DL ACK of MAR periodic model as part of system capacity evaluation

WA23.1: Latency definition for DL ACK is as follows 

-Latency is measured from the time from an application layer DL ACK being received at the base station from the application server till the time when the device has successfully receives the application layer DL ACK.

WA24: Based on the assumption that exception reporting traffic will be prioritized in the system, we can use the analytical method as follows in different coverage conditions: GPRS reference MCL+0dB, GPRS reference MCL+10 dB, maximum achievable coverage:

1) Latency excludes time needed for SI reading (as this is generally not required).  
2) Latency includes the time for UE to synchronise to the network. 
3) Latency includes the time for an access attempt from the device till the time to successfully receive the application layer UL payload at the base station. 
4) The target is 10 second latency. 
c) Capacity evaluation based on Software update/reconfiguration model
WA25: Assume DL transmission based on Software update/reconfiguration model is uniformly distributed over time 
WA 26: The metric of the software update/reconfiguration evaluation is FFS
d) Battery Life analysis

WA27: The following packet sizes (i.e. application layer payload + COAP + DTLS + UDP + IP header) above the equivalent of SNDCP layer are assumed: 50 bytes, 200 bytes 

	Packet size, reporting interval
	Loss = GPRS reference MCL +0 dB
	Loss = GPRS reference MCL+ 10 dB
	Loss = maximum supported value

	50 bytes, 2 hrs
	
	
	

	200bytes, 2 hrs
	
	
	

	50 bytes, 1 day
	
	
	

	200 bytes, 1 day
	
	
	


3. Summary

This document summarizes the agreed working assumptions of Traffic models for Cellular IoT at GERAN#64. 
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