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Simulation Assumptions for GERANEMDA
1. Introduction

It is necessary in order to progress on the GERANEMDA study item to agree on simulation assumptions, evaluation metrics and traffic models. Discussion on a few of these topics took place already at GERAN#51 [1]

 REF _Ref305765448 \r \h 
[2]. This document discusses simulator methodology, evaluation metrics and IM traffic modelling (while other traffic models should also be taken into account as per the Rel-12 SA1 study item FS_MODAI, see 3GPP TS 22.801).
2. Simulator Methodology

GERAN should agree on a reference network scenario in the first step of GERANEMDA study. The reference network scenario allows for the comparison of relative performance gains in regard to this scenario and it is needed for the evaluation of any enhancements studied as part of GERANEMDA and possibly also for the objective setting of GERANEMDA. For this purpose, it is proposed to define the reference network scenario based on the methodology used for MTC studies with a few modifications. The following changes are proposed:

· Exclude building penetration

· Exclude GPRS 
· Increase allocation of PS resources to 7 PDCHs on BCCH carrier
· Simulate mobile stations of multislot class 12 (4 TX, 4 RX, SUM 5)
· Channel profile TU3
It should be noted that the proposed reference network scenario does not include any Rel-7 (EGPRS-2, LATRED) or later (e.g. DTR) features. We do not propose to exclude these features from GERANEMDA studies. On the contrary, the relevant Rel-7 and later features should be studied but we see it useful for MTC and GERANEMDA study to compare the performance of the network against the proposed reference network scenario.
The tables bellow lists all the parameters including proposed changes.
Table 1. Network level simulator parameters

	Parameter
	Value
	Unit
	Comment

	Sectors per site
	3
	
	

	Sector antenna pattern
	65º deg H-plane, 
max TX gain 15

	dBi
	18 dBi antennas in 900‑band are large and not considered to be common in urban areas.

	Path loss model
	Per 30.03,

Hb = 5 m,
	dB
	In urban areas, 5 m over average roof height is considered more typical than the default value of 15 m in 30.03.

	Minimum coupling loss
	64
	dB
	1800: TR 25.942  2 GHz. 

900: assumed 6 dB lower

	Interference model
	Neighbouring cells BCCH
	
	The neighbouring cells according to the BCCH frequency reuse pattern are modelled as if they have full traffic.

	Log-normal fading
	Standard deviation
	8
	dB
	

	
	Correlation distance
	110
	M
	

	Channel propagation
	See table 4
	
	

	Output power

 - MS

 - BTS
	33

43
	dBm
	Excluding backoff

	Backoff

 - MS
	6
	dB
	

	 - BTS
	4
	dB
	8PSK modulation assumed.

	Noise figure

 - MS
	10
	dB
	

	 - BTS
	8
	dB
	

	Inter-site log-normal correlation coefficient
	0
	
	Low correlation in urban scenarios.


Table 2. Network scenario

	Parameter
	Value
	Unit
	Comment

	Frequency band
	900 
	MHz
	

	Cell radius
	500
	m
	

	Bandwidth
	2.4
	MHz
	

	Number of channels 
	12
	
	

	BCCH frequency reuse
	4/12
	
	

	BCCH or TCH under interest
	BCCH
	
	


Table 3. Protocol level parameters

	Parameter
	Value
	Comment

	CCCH assumptions

· Tx-integer

· S

· Max. retrans (M)

· T3142

· T3146
	20

109

4

5 sec.

(Tx+2S)/217=1.1 sec.
	These default values shall be included among those evalutated.

See 3GPP TS 44.018 for implementation details

	BCCH configuration
	Non-combined
	

	# PDCHs
	7
	Number of PDCHS availabale data traffic.  The PDCHs are allocated on BCCH carrier.

	# AGCHs per 51-multiframe
	6
	

	PDCH Resource Assignment
	MS multislot class 12 (BTTI)
	

	Link adaptation
	Enabled 
	

	Service type
	1. EGPRS
	

	RLC mode of operation
	Acknowledged Mode (AM)
	


Table 4. Link specific settings.

	Parameter
	Value
	Comment

	Channel profile [MTC]
	TU3


	

	Receiver type UL
	MRC
	

	Incremental redundancy
	Enabled
	


3. Evaluation MEtrics

Objectives of the GERANEMDA study item are to study the relevant traffic profiles and their impact on GERAN network. In order to evaluate and compare the GERAN network performance for different traffic profiles, it is necessary to agree on metrics used to measure GERAN network performance. In addition to the network performance metrics, it would be beneficial to find performance indicators and requirements for the relevant traffic profiles. For example, the page load (download) time is a commonly used metric for evaluation of HTTP browsing performance.
3.1 Network Metrics
The proposed metrics for measuring network performance are:
Data load – defines how much PDCH resources have been utilized for data transmissions during a simulation in average in each direction. The transmissions include blocks on PDTCH and PACCH. The formula bellow defines the data load per the direction.
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where DataBLKTx is the number of BTTI blocks transmitted during the simulation and DataBLKTotal is the number of all available BTTI blocks. DataBLKTotal can be computed from the simulation time T measured in seconds and NPDCH, which is the number of PDCHs available for data traffic (i.e. dedicated to PS traffic).
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It should be noted that the equations above express the data load in the downlink direction only. The same equations can be used to calculate the data load in the uplink in which case the number of blocks received by the network is used.
Control load – defines how much of system resources have been utilized for signalling on AGCH and PCH during a simulation
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where ControlBLKTx is the number of control blocks transmitted during the simulation, excluding L2 fill frames and paging blocks with no MS identity, and ControlBLKTotal is the number of all available AGCH and PCH blocks. If (preventive) repetitions of immediate assignment messages and repeated paging requests are simulated then those messages should be counted in the control load. ControlBLKTotal can be computed for the proposed network configuration in section 2 as follows
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Because of the multislot structure on CCCH, it is better to define the total number of AGCH/PCH blocks per the superframe lasting 6.12 s.

Offered load – is the data arrival rate to LLC buffers, i.e. the amount of data generated by traffic models. This metric represents a load on the network and can be reported in kbps per cell. The offered load can be reported for uplink and downlink separately. (Please note that the data load is defined per direction). The offered load is frequently used in plots of other metrics as an independent variable on the x-axis.
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LLC throughput per cell – is a measure of the amount of LLC data in octets transmitted in a cell over a simulation in the uplink respectively downlink direction. It does not take into the account retransmissions or signalling at RLC.
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TBF blocking rate – is a ratio between the number of unsuccessful TBF setups due to insufficient resources and the total number of TBF setups. The definition of failed TBF setup is TBD.
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Access Success Rate – is a ratio between the number of success random access procedures and the total number of random access attempts. Unsuccessful random access procedure occurs when the mobile station does not receives any response from the network.
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3.2 Service metrics

Service performance indicators and requirements should be defined for each relevant traffic model separately. These metrics can be used in estimations of user experience and satisfaction with the service.
3.2.1 IM traffic model

Time to confirmed message delivery – is time measured from message data arrival (in LLC layer) to acknowledgment reception from the server.
4. IM traffic model

This section describes a proposal for an analytical IM traffic model. It is loosely based on [2] and lists all parts, which would be needed in a simulator. It describes a simple IM session, considering only login/logout, normal messages and keep alive traffic.
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Figure 1. IM session structure

Figure 1 shows overall structure of one IM session. In the beginning, the IM application logs in to a server. Then the user types messages or receives messages from the server (other user) with randomly distributed length and message interarrival time. At the same time, the application sends keep alive messages to the server at regular intervals. The server replies with ack and status of user’s buddies. At session end, the application sends log out request to the server, which is acknowledged.
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Figure 2. Packet structure in an IM session

Figure 2 shows that messages, keep alive messages and login/logout messages consist of blocks of data in DL and UL. Blocks are then split on RLC layer into packets, creating short bursts of data. Individual packets on TCP or any higher layer are not modelled explicitly. The size of data blocks, message interarrival time and the split between outgoing and incoming messages is randomly generated according to parameters in Table 5.

Table 5. IM traffic generator parameters
	TG parameter
	Distribution type
	Mean
	Comment

	Session length
	geom
	15 messages
	cut off: 30 messages

	Keep alive period
	const
	180 s
	

	Message interarrival time
	negExp
	20 s
	cut off: 35 s

	Outgoing message size DL part
	const
	139 B
	

	– UL part
	Pareto
	225 B
	α=1.1, k=20.5 [3]

	Incoming message size DL part
	Pareto
	710 B
	α=1.1, k=64.5 [3]

	– UL part
	const
	62 B
	

	Keep alive message size DL part
	const
	318 B
	note 1

	– UL part
	const
	282 B
	note 1

	Outgoing/incoming message split
	uniform
	50/50
	

	Login message DL part
	const
	1873 B
	

	– UL part
	const
	2056 B
	

	Logout message DL part
	const
	201 B
	

	– UL part
	const
	201 B
	

	MS reaction time
	const
	20 ms
	

	Network reaction time
	const
	100 ms
	


The distribution types have been partially taken from WWW traffic model [3], sect. B.1.2.2 (negative exponential distribution instead of geometric) and the distribution means and fixed message sizes are from IM traffic analysis in [2]. The message sizes listed in Table 5 represent the amount of data at the LLC layer. It is proposed to use the maximum number of information octets in LLC frame equal to 1520. The generated messages should be segmented using this limitation, if the message size exceeds this value.
Note 1: the size of keep alive messages has been derived from the 5 min idle traffic in [2] in the table in Annex, row 22. It assumed, that only two keep alive messages were exchanged (with period 3 min, there could be 2 keep alive transmissions and corresponding responses from the server).

5. Conclusions
In this document, we propose to reuse simulator methodology from the MTC study including network scenario and most of the configuration parameters. This way, the amount of work on simulation for MTC and EMDA may be lower. Using the same network scenario would help in better understanding of network behaviour under different conditions. It could be expected that simulation results from MTC and EMDA studies may be compared to a certain extent.
We propose to use two set of metrics. Network metrics describe general network performance. The proposed metrics cover the metrics in [1] except of “network utilization efficiency” where we see no need to build a metric based on the number of network access as this is reflected in reported load on common control channels. 
This document also describes the IM traffic model based on the analysis of IM application [2]. The discussion focuses on a structure of IM session and relevant parameters, which would be needed for implementation of such model in a simulator. We would like to propose to include this IM traffic model in the TR.
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