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PDCH Capacity Evaluation for MTC
1 Introduction

This paper investigates and evaluates via simulations whether or not the given Packet Data CHannel (PDCH) capacity will be enough for the case where a GERAN cell supports accessing devices that are MTC devices. It is investigated how many such MTC devices that can be supported in the each cell before running out of PDCH capacity. 
2 Assumptions and System Configuration
Two different traffic models - one device initiated as well as one server initiated - have been used for the evaluations done in this paper, as illustrated in Figure 1 below.
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Figure 1 - Traffic Models: Device-initiated (left) and Sever-initiated (right)

The number of reports (device initiated traffic model) or polls for reports (server initiated traffic model) per second are modelled as a Poisson process with intensity n/RI, where RI is the reporting interval and n is the current number of users in the cell, thus 
[image: image2.wmf])

/

(

)

(

RI

n

Po

t

Y

Î

. 
For the server-initiated traffic model, the model of the Packet Data Channel (PDCH) takes a downlink request generated by this Poisson process. The downlink request is transmitted over a number of blocks according to the coding scheme and amount of payload to transmit, plus necessary signalling such as e.g. downlink and uplink assignment messages etc. After the downlink request has been received the uplink transfer of the report from the MTC device will start.  

For the device initiated traffic model no request is sent, but instead the Poisson process directly triggers the uplink transfer of the report from the MTC device
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In Figure 2 below, an example of a server initiated traffic model for a 2 TRX cell is shown. This simulation starts with 10000 initial users, whereupon every second ten more devices are added. The reporting interval in this case is once per hour and the size of each report is 2500 bytes. The simulation is stopped once there is not enough PDCH capacity in either direction to support all the devices in the cell.
In the left plot of Figure 2, the number of used PDCHs at any given instant during the simulations can be seen to increase as more users are added to the system. The UL PDCH is of course always much more utilized than the downlink, as expected since the actual payload (i.e. the large report) is transmitted in the UL whereas the DL only transmits the smaller request from the MTC server + some signalling. The magenta colored line is read on the right y axis and represents the current number of users in the cell.

The parameter values and settings used in the simulations are presented in Table 1 below:

Table 1 – Common parameters and settings used in the simulations
	Name
	Type
	Details 

	Nr of TRXs for PS traffic per cell 
	Iterable
	1,2 or 4 where 3 timeslots are used for BCCH + 2 SDCCHs, which thus gives 5, 13 or 21 PDCHs per cell (PDCH_CELL)

	Traffic Type
	Constant
	100% MTC Devices  (No CS and No other PS users)

	MTC Reporting Interval (RI)
	Iterable
	Poisson Distributed with mean interval between events of 
1min (=60s), 5min (=300s), 15min (=900s), 30min (=1800s) or 1h (=3600s)

	MTC Report Size (RS)
	Iterable
	100byte, 200byte,1000byte and 2500byte

	TCP/IP
	Constant
	maxSegmentSize=1500bytes, IPv6, Header Size = 48bytes

	LLC
	Constant
	Header Size = 10 bytes, Max MTU size = 1500 bytes

	RLC/MAC 
	Consant
	BTTI. Control Signalling incl. Ack/Nack reports (PDAN/PUAN or PAN) disregarded. 

	MCS
	Iterable
	MCS-2 (28 bytes per RLC/MAC block) and 
MCS-5 (56 bytes per RLC/MAC block)

	Radio Model
	Constant
	Ideal radio conditions – i.e. no retransmission are assumed e.g. for the PDCH evaluations.

	PDCH Resource Handling
	Constant
	Each device will be assigned 2 UL PDCHs.


The following limitations with respect to the evaluations should be especially noted:

· The evaluated scenarios contain no other traffic in addition to the PS traffic generated by MTC devices. The number of TRXs in the respective configurations throughout the paper could however be read as “the number of TRXs devoted to PS traffic (i.e. PDCHs and not TCHs)” and thus the results are still valid.
· Ideal radio conditions (i.e. no retransmissions) are assumed, i.e. there are no retransmissions, which of course is a simplification. On the other hand, MCS-2 or MCS-5 is assumed to be used for all transmissions of RLC/MAC blocks, which in many cases will are pessimistic assumptions - especially in good radio conditions – so this may not need to be such a significant limitation. 

· The transmission of RLC/MAC Ack/Nack reports (PDANs, PUANs or PANs) is not considered. But since the main traffic flow is in the uplink direction, this means that the Ack/Nack reports are primarily sent in the downlink direction. This will have no or a very minimal impact on the final results. 

Despite these limitations, it is nevertheless believed that the results as presentment in this paper are highly valid and that they also may be further generalized to cover other scenarios not covered here. 
3 Evaluation

A number of different scenarios have been evaluated using the methodology described in Section 2. For these scenarios the maximum number of supported devices for the server initiated traffic model is shown in Figure 3 below for the case when MCS-2 is used and Figure 4 below for the case when MCS-5 is used: [image: image3.png]Report Size [byte]
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Figure 3 - Maximum devices before PDCHs outage. Server-initiated traffic model using MCS-2.
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Figure 4 - Maximum devices before PDCHs outage. Server-initiated traffic model using MCS-5.

For the device initiated traffic model, the only difference wrt the PDCH usage as compared to the server initiated traffic model presented above, is that no request is in this case sent from the MTC server to the MTC device. Thus it is expected that the DL PDCH utilization will of course be lower, but this will not have any impact on the UL PDCH utilization, which is the main traffic and thus limiting direction (as e.g. could be seen from Figure 2 earlier). Therefore, the results derived for the server initiated traffic model presented above in the figures above are thus valid also for the device initiated traffic model.

4 Conclusion

In this paper, evaluations have been done in order to find the maximum number of MTC devices that can be supported in a cell before running out of available PDCHs in the cell, hence the traffic channel capacity for some selected scenarios. These results are used as input for the GERAN#46 paper [1].
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Figure � SEQ Figure \* ARABIC �2� - Detailed plots of the PDCH usage (left) and the PDCH queues (right) �for one example of the server initiated traffic model
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