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Downlink CCCH Capacity Evaluation for MTC
1 Introduction

This paper investigates and evaluates whether or not the given downlink Common Control CHannel (CCCH) - inclusive of Paging Channel (PCH) and Access Grant Channel (AGCH) - will be enough for the case where a GERAN cell supports accessing devices that are MTC devices. It is investigated how many such MTC devices that can be supported in the each cell before running out of downlink CCCH capacity because of e.g. high paging load forcing the network to discard a large number of pages. 
2 Assumptions and Models Used
Two different traffic models - one device initiated as well as one server initiated - have been used for the evaluations done in this paper, as illustrated in  REF _Ref258496907 \h 
 \* MERGEFORMAT  below.
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Figure 1 - Traffic Models: Device initiated (left) and Sever Initiated (right)

The number of reports (device initiated traffic model) or polls for reports (server initiated traffic model) per second in the cell are modelled as a Poisson process with intensity n/RI, where RI is the reporting interval and n is the current number of users in the cell, thus 
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. The values assumed for RI as well as for other entities used in the evaluations are presented in  REF _Ref254961282 \h 
 \* MERGEFORMAT  below:
Table 1 – Common parameters and settings used in the evaluations

	Name
	Type
	Details 

	Nr of CCCHs per cell
	Iterable
	1,2 or 4 

	Nr of Cells per Routing Area
	Iterable
	1, 4, 100 or 2048

	CCCH Paging Capacity
	Constant
	Up to 100 pages per second on the PCH or  38 Acess Grant Messages on the AGCH. 

	Traffic Type
	Constant
	Section 3.1: 100% MTC Devices  (No CS and No other PS users)

Section 3.2: 29 calls/s to/from CS users out of which it is assumed that 14.5 (50%) are mobile-terminated calls which include paging  messages + X% MTC Devices  (No other PS users) - According to Ref: [3]

	MTC Reporting Interval (RI)
	Iterable
	Poisson Distributed with mean interval between events of 
1min (=60s), 5min (=300s), 15min (=900s), 30min (=1800s) or 1h (=3600s)

	Radio Model
	Constant
	Ideal radio conditions – i.e. assumed that the RACH access atempts are only lost due to collisions but never sue do poor radio conditions.


The downlink CCCH can theoretically handle up to 150 pages/second sent on the Paging Channel (PCH) or up to 38 access grant messages/second sent on the Access Grant Channel (AGCH). For the paging however, evaluations have rather been made for the more realistic 100 pages/second, because 150 pages per second would assume an ideal mapping of the devices onto the different paging groups and the absence of AGCH messages. Since the paging groups are derived from the MS identity and given the presence of AGCH messages this is not very realistic and hence the more reasonable 100 pages/second is assumed. Furthermore, since paging messages are sent out in the whole routing area (RA), this means that the paging capacity is shared by all the cells in the RA. Also, since the access grant is larger than the paging message, it obviously uses more downlink CCCH resources than the paging message, more precisely 100/38 as much. Thus the paging capacity decreases when an access grant has to be sent out, and the access grant takes precedence over the paging messages. 

Then the DL CCCH load in each cell caused by the pages may thus be expressed as 
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 and the DL CCCH load in each cell caused by the access grants will thus be 
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The question now: For what number of reports per second Y(t) will there be so many paging messages (sent in the whole RA) and access grant messages (sent per cell) on the DL CCCH in each cell of the RA, so that its entire capacity is used? And for which number of devices in the cell is this expected to happen?  The answers to these questions are provided in Section 3…
3 Evaluation…

3.1  … only considering MTC traffic in the cell…
For the device-initiated traffic model, the total load on the DL CCCH in the cell may, according to what was said in Section 2, be in terms of AGCH messages per second be described as 
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. As such, the point at which the number of reports per second Y(t) occupies the whole capacity of the DL CCCH is when: 
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Since 
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 this may straightforwardly according to e.g. [1] be calculated as:
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[EQ 1]
An example of these probabilities for a cell with 1 CCCH, for the different reporting intervals considered in this paper is seen in Figure 2

 REF _Ref258772554 \h 
 \* MERGEFORMAT  below, in which also the points where the probability of the CCCH being over-utilized are 2%, i.e. where
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.  These points are chosen in order to find the maximum number of MTC devices that may be present in this cell in this scenario, without risking a too large CCCH DL over-utilization probability.
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Figure 2 - Example of the CCCH DL over-utilization probability for a cell with 1 CCCH/cell for the device-initiated traffic model. 

A number of different scenarios have been evaluated using this methodology. For these scenarios the maximum number of supported devices before reaching the maximum downlink CCCH capacity is shown in Figure 3

 REF _Ref258784315 \h 
 \* MERGEFORMAT  below.
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Figure 3 - The maximum number of MTC Devices that can be supported for a cell with 1, 2 or 4 CCCH per cell for the device-initiated traffic model
Similarly, for the server-initiated traffic model, the total load on the DL CCCH in the cell will be 
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 and the probability that we exceed the capacity of the DL CCCH will be dependent on the size of the routing area and can be expressed as 
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Again, since 
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 this may be calculated as:
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 [EQ 2]
Once again, an example of these probabilities for a cell with 1 CCCH and where there are 4 cells per RA is shown in Figure 4 REF _Ref258772554 \h 
 \* MERGEFORMAT  below, in which also the points where the probability of the CCCH being over-utilized are 2%, i.e. where
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Figure 4 - Example of the CCCH DL over-utilization probability for a cell with 1 CCCH for the server-initiated traffic model.  The number of cells per RA is 4 in this example
A number of different scenarios have been evaluated using this methodology. For these scenarios the maximum number of supported devices before reaching the maximum downlink CCCH capacity is shown in Figure 5 REF _Ref258784315 \h 
 \* MERGEFORMAT  below.
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Figure 5 - The maximum number of MTC Devices that can be supported for a cell with 1, 2 or 4 CCCH per cell and with 1, 4, 100 or 2048 cells per RA for the server-initiated traffic model. 
As can be seen, the number of supported devices is very limited once the size of the routing area is increased. This is as could be expected since this will cause the paging load in all cells of the RA to increase, since every device needs to be paged in each cell of the RA.

3.2 … also considering regular voice traffic in the cell
Let us now also consider the CCCH load from other traffic in the cell apart from that generated by the MTC devices. According to [3] the RACH intensity generated by voice traffic in the busy hour for an urban area can typically be 29 RACH attempts per second. Let us make the sound assumption that 50% of these RACH attempts are related to mobile originating calls (which does not involve any paging) whereas the rest are related to mobile terminated calls (which do involve paging). Since this process and Y(t) are independent random variables, both being Poisson distributed, then the total amount of paging messages sent per second may be described according to yet another Poisson process. 

For the device-initiated traffic model, the amount of paging messages to be sent may thus be modelled according to 
[image: image19.wmf])

5

.

14

(

)

(

_

Po

t

page

Z

Î

 whereas the amount of channel requests which do not require paging will be 
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. Thus the total load on the DL CCCH can be expressed as:  
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. For simplicity, we will however here omit the first part of this equation, relating to paging. For anything but very low values of the quota n/RI, this ought to have no significant difference since the mean value of this part will be significantly lower. The probability that the whole DL CCCH capacity in the cell is used will thus be: 


[image: image22.wmf](

)

(

)

38

_

_

#

)

(

_

_

1

38

_

_

#

)

(

_

_

´

£

-

=

´

>

CELL

PER

CCCHs

t

page

no

Z

P

CELL

PER

CCCHs

t

page

no

Z

P

.
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 this may be calculated as:


[image: image24.wmf]å

´

=

+

-

÷

ø

ö

ç

è

æ

+

-

=

´

>

CELL

PER

CCCHs

k

RI

n

k

e

k

RI

n

CELL

PER

CCCHs

t

page

no

Z

P

_

_

#

38

0

)

5

.

14

(

!

5

.

14

1

)

_

_

#

38

)

(

_

_

(


[EQ 3]

The maximum number of supported devices before reaching the maximum downlink CCCH capacity in this scenario is shown in Figure 6

 REF _Ref258784315 \h 
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Figure 6 - The maximum number of MTC Devices that can be supported for a cell with 1, 2 or 4 CCCH per cell for the device-initiated traffic model when also taking into account CS traffic load.
Note that these numbers are however probably a bit “happy” since we did not take the paging part into account here, which we will do for the server-initiated traffic model next. 
Thus, for the server-initiated traffic model, the amount of paging messages to be sent may similarly be modelled according to 
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 whereas the amount of channel requests which do not require paging will be 
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 and the total load on the DL CCCH will as before be 
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 For simplicity yet again, we will omit a part of this equation, but this time the second part with does not relate to paging. For anything but very low values of the quota n/RI, this ought to have no significant difference since the mean value of this part will be significantly lower. The probability that the whole DL CCCH capacity in the cell is used will thus be: 
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 this may be calculated as:
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The maximum number of supported devices before reaching the maximum downlink CCCH capacity in this scenario is shown in Figure 7 REF _Ref258784315 \h 
 \* MERGEFORMAT  below.
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Figure 7 - The maximum number of MTC Devices that can be supported for a cell with 1, 2 or 4 CCCH per cell for the server-initiated traffic model when also taking into account CS traffic load.
Here it is very clear that for large routing area sizes, the capacity in cells are very rapidly consumed by all the associated paging as discussed earlier. 
4 Conclusion

In this paper, evaluations have been done in order to find the maximum number of MTC devices that can be supported in a cell before reaching the maximum downlink CCCH capacity in the cell, taking into account both PCH as well as AGCH.
As has been shown, for the server-initiated traffic model, the DL CCCH capacity is quite limited by the paging intensity which in turn is directly dependent on the size of the routing areas. If the routing area is large (i.e. the device need to be paged in many cells), then already a very moderate number of devices in each cell will still choke the DL CCCH because of all the paging.

Also worth pointing out is that the traffic pattern is here assumed to be nice and evenly Poisson-distributed.  This will however probably not be the case in reality where e.g. the MTC device and/or MTC server may do (almost) synchronized access / paging attempts. In this case, the number of supported devices will of course be even less, because of the peak in the traffic load.
Hence it is proposed that TSG GERAN consider the possibility of reducing the cell specific paging load in the network either by means of reducing the number of cells per RA when support for a substantial number of MTC devices is required or by defining MTC device operation such that not each MTC device will be subject to being paged individually. It must determined whether the means to accomplish this reduction of paging load is sufficiently supported within the current set of GERAN specifications or if modifications such as e.g. group-based paging similar are required.
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