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RACH Capacity Evaluation for MTC
1 Introduction
This paper investigates and evaluates whether or not the given Random Access CHannel (RACH) will be enough for the case where a GERAN cell supports accessing devices that are MTC devices. It is investigated how many such MTC devices that can be supported in the each cell before running out of RACH capacity. 
2 Assumptions and Models Used
Two different traffic models - one device initiated as well as one server initiated - have been used for the evaluations done in this paper, as illustrated in Figure 1 below.
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Figure 1 - Traffic Models: Device initiated (left) and Sever Initiated (right)

The number of reports (device initiated traffic model) or polls for reports (server initiated traffic model) per second are modelled as a Poisson process with intensity n/RI, where RI is the reporting interval and n is the current number of users in the cell, thus 
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. The values assumed for RI as well as for other entities used in the evaluations are presented in Table 1 below:

Table 1 – Common parameters and settings used in the evaluations
	Name
	Type
	Details 

	Nr of RACHs per cell
	Iterable
	1,2 or 4 

	Traffic Type
	Constant
	Section 3.1: 100% MTC Devices  (No CS and No other PS users)

Section 3.2: 29 RACH attempts/s from CS users + X% MTC Devices  (No other PS users)

	MTC Reporting Interval (RI)
	Iterable
	Poisson Distributed with mean interval between events of 
1min (=60s), 5min (=300s), 15min (=900s), 30min (=1800s) or 1h (=3600s)

	Radio Model
	Constant
	Ideal radio conditions – i.e. assumed that the RACH access atempts are only lost due to collisions but never sue do poor radio conditions.


When an EGPRS capable mobile station (such as e.g. an MTC device) wants to request resources in a GERAN network it will do so on the Random Access Channel (RACH) which has a TDMA frame structure with approximately 217 TDMA frames / RACH slots per second. In case more than one mobile station attempts to use access the network using one and the same RACH slot, the most likely outcome is that the access attempt for all these devices will fail and thus need to re-attempt their access according to a procedure as defined in 3GPP TS 44.018 (ref. [2]). The more devices that are preset in the cell, the larger l the chance will be that this kind of collisions may occur.
The RACH can thus be described as a so-called slotted ALOHA channel, for which the throughput S of such a channel may be expressed as 
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, where G in this case is the average number of access attempts (i.e. channel requests) per possible transmission opportunity (i.e. RACH slot), as illustrated in Figure 2 below:
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Figure 2 - Utilization of a Slotted ALOHA channel

As can easily derived from the above expression and also seen in Figure 2 above, the maximum utilization of the slotted ALOHA channel is 
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, which will occur when there are 1 access attempt per RACH slot in average. This means that, when there are in average 1 channel request sent every RACH slot, then 
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of these will be reach the network whereas the rest are re-attempts because of previous collisions. Since the RACH has 217 RACH slots per second, this basically means that the utilization of the RACH is maximized when there are 
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channel requests send per second. In case we have a cell with 2 or 4 RACHs, the numbers will instead thus be at 160 or 240 channel requests per second respectively. 
It should however be clearly noted and remembered that in any real network, one would strive to keep far away from this limit, because once the RACH utilization exceeds 1 access attempt per RACH slot (i.e. we end up in the right part of Figure 2 above) then more requests arrive to the system than can be served and a full-blown RACH outage is a fact, where no cell access at all will be possible – even for voice services such as emergency calls etc.. Thus it is desirable to have the average RACH utilization well below 1 access attempt per RACH slot. Therefore the numbers presented in this paper shall all be considered as quite optimistic upper bounds. Section 4 further elaborates on this topic. 
Nevertheless, the question is now, for which number of devices in the cell is this expected to happen?  The answers to this is presented in Section 3…
3 Evaluation…

3.1  … only considering MTC traffic in the cell
As stated in Section 2, the number of reports send may be modelled as a Poisson process with intensity n/RI (where RI is the reporting interval and n is the current number of users in the cell), thus 
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. What we are interested in now the probability that the number of channel requests per second Y(t) reaches 80 times the number of RACHs in the cell, thus:
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Since 
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 this may straightforwardly according to e.g. [1] be calculated as:
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An example of these probabilities for a cell with 1 RACH, for the different reporting intervals considered in this paper is seen in Figure 3 below, in which also the points where the probability of the RACH being over-utilized are 2%, i.e. where
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.  These points are chosen in order to find the maximum number of MTC devices that may be present in this cell in this scenario, without risking a too large RACH over-utilization probability.
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Figure 3 - Example of the RACH outage probability for a cell with 1 CCCH/cell. 

A number of different scenarios have been evaluated using this methodology. For these scenarios the maximum number of supported devices is shown in Figure 4 below.  Of course, these results are valid for both the device and server initiated traffic models, since the MTC device will need send a channel request on the RACH in either case
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Figure 4 - The maximum number of MTC Devices that can be supported for a cell with 1, 2 or 4 RACHs if the maximum allowed RACH over-utilization probability is 2%. 
3.2 … also considering regular voice traffic in the cell
As a second step, let us also take into account the RACH intensity generated also by other traffic in the cell apart from that generated by the MTC devices. According to [3] the RACH intensity generated by voice traffic in the busy hour for an urban area can typically be 29 RACH attempts per second. The number of such channel requests related to the setup of voice calls may thus also be modelled as a Poisson process 
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. Since Y(t) and Z(t) are independent random variables, both being Poisson distributed, then the total amount of access attempts on the RACH per second may be described as another Poisson process 
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Again, the same scenarios as presented in the previous section are evaluated using this methodology, but thus now also taking into account the RACH load generated by the voice users in the cell. For these scenarios the maximum number of supported devices is shown in Figure 5 - The maximum number of MTC Devices that can be supported for a cell with 1, 2 or 4 #CCCHs if the maximum allowed RACH over-utilization probability is 2%. Here, also the generated traffic from voice users are taken into account below.  Of course, these results are valid for both the device and server initiated traffic models, since the MTC device will need send a channel request on the RACH in either case
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Figure 5 - The maximum number of MTC Devices that can be supported for a cell with 1, 2 or 4 RACHs if the maximum allowed RACH over-utilization probability is 2%. In this scenario, also the generated traffic from voice users is taken into account.
4 Discussion

The evaluations presented in this paper have been done under the assumption that the amount of sent reports from the MTC devices may be modelled as a Poisson process. This is based on the assumption that the reporting from all devices are uncorrelated, i.e. not synchronized in any manner. This may be an optimistic assumption if considering e.g. the worst case scenario where all devices in the cell are fully synchronized and thus almost simultaneously send their reports.  In this section, we will for simplicity only consider the scenario with MTC traffic only as evaluated in Section 2
Let us for as a first scenario assume that the reports from all the devices are generated during say one and the same minute, then the RACH capacity during that very minute will correspond to the values as given by the 60s reporting interval in the two preceding sections – regardless of the actual reporting interval used, namely 3820, 8170 or  17120 for the cases of 1, 2 or 4 RACHs in the cell respectively, regardless or the actual reporting interval. 
Assume an even worse scenario, namely that the reporting devices as synchronized within a 10s interval, then the corresponding results would be The corresponding results as compared to Figure 4 would then be 350, 1080 or 2570 for the cases of 1, 2 or 4 RACHs in the cell respectively, regardless or the actual reporting interval. 

In addition, the above reasoning still assumes the accesses to be evenly distributed during these intervals, which of course may not necessarily be true either. 
In either case this may not appear as a big issue, but what this means in practice is that if these levels are exceeded, then the RACH(s) will be most likely fully overloaded during this entire period. Thus no access to the cell – even for regular voice traffic – will be possible until the RACH congestion has settled.  In a real-life system, one would thus never really want even to get close to the here assumed utilization of the RACH of around 37% as discussed in Section 2
Therefore is ought to be essential that means to resolve such a situation are in place, in case the current mechanisms as defined in 3GPP TS 44.018 (ref. [2]) are not sufficient: The evaluation of this is however outside the scope of this paper, but further discussed in Ref. [4]. 
5 Conclusion
In this paper, evaluations have been done in order to find the maximum number of MTC devices that can be supported in a cell before reaching the maximum RACH capacity in the cell. As have been shown, the RACH capacity is most commonly not a scarce resource that will limit how many MTC devices that can be supported in the cell. However, for the situation when the traffic is not nice and evenly Poisson-distributed as assumed here, and perhaps even synchronized between the accessing devices, RACH capacity may very well be exceeded also for a fairly moderate amount of devices in the cell. 
Hence it is proposed that TSG GERAN evaluate if the means to resolve such a situation as per the current mechanisms as defined in 3GPP TS 44.018 (ref. [2]) are sufficient or if these procedures shall be modified. Such a proposal and further discussions on this topic are provided in Ref. [4].  
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