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MTC Device Bandwidth Optimization
1.
Introduction
It is expected that a significant number of MTC devices will commonly transmit short MTC messages consisting of 10 or less octets of information such that the use of the “Single block packet access” procedure becomes a viable option. The use of the “Single block packet access” procedure is advantageous in that it does not involve the establishment of an uplink TBF and thereby minimizes the amount of control plane signalling required for sending short MTC messages on the uplink. However, the ability to use this procedure will depend on whether or not an MTC message together with the overhead associated with different layers in the air interface protocol stack (e.g. UDP/IP/SNDCP/LLC) can fit within a single radio block (e.g. 22 octets assuming CS-1 coding).

2.
Protocol Stack Optimization
Various protocol stack optimizations can be considered in an attempt to minimize the total volume of protocol overhead required when sending an MTC message over the air interface. One such optimization involves the possibility of removing UDP/IP from the UDP/IP/SNDCP/IP protocol stack associated with the air interface. 

· Removing the UDP/IP layers from the air interface protocol stack is considered an essential step towards supporting the ability to transmit a short MTC message within a single radio block because these two layers alone generate 52 octets of overhead for every MTC message as follows:

· 8 octets of IPv6 header (other than source and destination addresses)

· 16 octets (source IPv6 address)

· 16 octets (destination IPv6 address)

· 12 octets (UDP header)  

· With this optimization a short MTC message can be passed directly from the MTC application to SNDCP as an N-PDU (i.e. the UDP/IP layers are not part of the N-PDU) and is transmitted to the BSS using the “optimized single block packet access” procedure.  
· System information can be used to indicate whether or not an MTC device is allowed to transmit a short MTC message using the “optimized single block packet access” procedure (i.e. in other words system information indicates if protocol stack optimization is supported for MTC devices). 
· When the system and the MTC device both support protocol stack optimization an EGPRS Packet Channel Request can be sent with an “optimized single block packet access” indication whenever an MTC device wants to send a short MTC message using the optimized protocol stack.
· BSS reception of an EGPRS Packet Channel Request indicating “optimized single block packet access” implicitly means that the MTC message (N-PDU) to be sent using the single PDCH block (assigned by the corresponding Immediate Assignment) will be carried within the context of the optimized protocol stack (i.e. the MTC message/SNDCP/LLC/RLC stack).
· As such, when the BSS receives the LLC PDU sent on the single assigned PDCH block it sends it to the SGSN along with an indication that the optimized protocol stack was used. This indication may be provided by either defining a currently reserved SAPI value (e.g. SAPI = 1100) to indicate when the LLC PDU payload consists of an SN-PDU carrying a complete MTC message or enhancing the BSSGP protocol to indicate when the optimized protocol stack has been used (e.g. by modifying an existing information element).

· This allows the SGSN to realize it must serve as a proxy by inserting the required UDP/IP layers before forwarding the MTC message to the GGSN (i.e. it creates a new N-PDU consisting of an MTC message/UDP/IP packet).

· For downlink MTC messages an SGSN can serve as a proxy for terminating the UDP/IP layers by deciding to reduce the size of an N-PDU received from the GGSN by removing the UDP/IP layers (this is only possible if it knows the target MS is an MTC device that supports the optimized protocol stack). 

· As such, when an MTC device that supports the optimized protocol stack receives an MTC message it must have some kind of indication of whether or not it was sent using the optimized protocol stack.  This indication may be provided by either defining a currently reserved SAPI value (e.g. SAPI = 1100) to indicate when the LLC PDU payload consists of an SN-PDU carrying a complete MTC message or enhancing downlink TBF establishment procedures to indicate the optimized protocol stack will be used (e.g. by modifying an existing information element). 
3.
N-PDU received from BSS
The SGSN receives a BSSGP PDU from a BSS that indicates the optimized protocol stack was used (as described in section 2) and thereby determines the N-PDU carried therein consists of an MTC message.
· In this case the SGSN maps the corresponding P-TMSI into a source IP address (i.e. the PDP Address assigned by the GGSN during the Create PDP Context procedure) and uses the address of the corresponding MTC server (also established during the Create PDP Context procedure) as the destination IP address and thereby generates the IP layer.

· NSAPI values in the 5-15 range are dynamically configured and can be mapped to any set of 11 corresponding UDP port values (i.e. 11 UDP port values can be allocated for MTC application purposes) whenever an MTC message is sent using the optimized protocol stack. 

· The SGSN therefore uses the NSAPI within the SN-PDU header to identify the UDP port number and thereby generates the UDP layer.

· The SGSN can therefore generate a new N-PDU consisting of an MTC message/UDP/IP PDU (see Figure 1 below) where the TEIDs established for the MTC device during the Create PDP Context procedure are used to generate a GTP-U PDU carrying the new N-PDU it sends to the corresponding GGSN.
4.
N-PDU received from GGSN

When the SGSN receives a GTP-U PDU from the GGSN it uses legacy procedures to identify the corresponding target MS which means it can then determine that the target MS is an MTC device. The SGSN can then optionally decide to reduce the size of an N-PDU carried within the GTP-U PDU by removing the UDP/IP layers (if the MTC device supports the optimized protocol stack) such that the new N-PDU now consists of an MTC message (see Figure 1 below).

· The NSAPI within the SN-PDU header is once again used to convey UDP port number information (in this case extracted from the UDP header).

· A BSSGP PDU containing the new N-PDU is sent to the BSS along with an indication that the optimized protocol stack is used (as described in section 2) and the BSS proceeds to establish a downlink TBF and delivers the new N-PDU to the MTC device.

· The MTC device receives the new N-PDU on the downlink TBF and uses the NSAPI field to determine which MTC application to send the new N-PDU.


Figure 1 – Optimized MTC Message Transmission
4.
Summary
Removing the UDP/IP layers from the MTC message/UDP/IP/SNDCP/IP air interface protocol stack is proposed to reduce the protocol overhead associated with MTC message transmission to the point where the “single block packet access” procedure becomes a viable option (i.e. uplink TBF establishment is not needed). Support for this protocol stack optimization is optional in both the network and the MTC device and may be used either only on the uplink or on both the uplink and downlink on a per MTC message basis. It is expected that a significant portion of MTC applications will send uplink MTC messages that will be short enough to make use of the “single block packet access” procedure and therefore support for this feature can result in significant bandwidth savings.
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