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1. Introduction

EGPRS2 brings new data services and WIDER introduces interference which has different spectral characteristics compared to the legacy pulse shape. Both aspects need to be modelled in the system simulator to evaluate the throughput and impact to legacy services of each candidate pulse shape.

In this contribution, a link to system interface for single antenna receivers is described. The interface is based on the assumption that the signal to interference ratio (CIR) at the receiver is sufficiently defined as a ratio of in-band powers (i.e. after the RF frontend). As the overall goal of the interface is to produce an expected BLER value, the verification of the CIR to BER mapping is based on the true BLER as computed by the link level simulator for a given interference profile. Further refinement of the interface is obtained by numerical search (simulated anneal procedure) to improve the accuracy over simple mappings derived by clustering.

In section 2, the conventional two stage mapping approach to modelling the link level into the system level is described. In section 3, a formulaic description of the two stage mapping is given. In section 4, a methodology for deriving the first stage mapping is described. First the data needed to derive the mapping is described where burst-wise BER data and block-wise BLER data is collected at every SNR. Next, the verification criterion is defined. This is based on the true BLER as computed by the link level simulator for a given interference profile. Finally in section 5, an example is given where the methodology is applied to a DTS-2 scenario for an EGPRS2-B DL receiver using a LGMSK pulse shape.

Future work will apply the methodology to the EGPRS2-B DL receiver using the WIDER candidate pulse shapes and using an interference profile that is derived from the WIDER network scenarios.
This is an update of a contribution at the 3rd 3GPP telco on WIDER. In this contribution Section 4 has been revised.
2. Link to system level interface
Simulation tools are a fundamental part of the development and analysis of functionality in cellular systems. On one hand, the system-wide performance is too complex to be modeled analytically in an efficient way. On the other, the impact of the fading characteristics of the wireless channel requires a high computational complexity to be simulated. Thus, an interface between link level and system level simulation tools is required. This has been described in the literature in [1, 2, 3].
The procedure is a two-stage mapping process, summarized as:

1. A first stage mapping between average received powers and error probability of uncoded data (CIR to BER).

(a) The link level simulator computes average signal powers for the user of interest and the interfering users. Typically, this is done with large scale fading models like Okumura-Hata, on top of which a fading factor can be added, from a saved fading attenuation pattern.

(b) The system to link level interface maps this information to some performance measure. This typically represents the performance of uncoded data, e.g., the bit error probability (BEP) before the channel decoder (hard decision detection). This can be used as an input for another mapping, where the performance of coded data can be predicted, from the same uncoded performance measure (see the next point)

2. A second stage mapping between the uncoded data and the coded data (BLER mapping).

One of the advantages of this two-phase mapping is that the output of the first stage mapping can be used as input to several second stage mappings, thus saving computational effort. For example, a group of channel coding schemes under the same symbol modulation shares the same BEP for uncoded data.

3. Functional description of the mappings
The system under consideration transmits blocks of data, where the bit stream is interleaved, and encoded with some suitable channel encoding method, e.g. a convolutional code or a turbo code. Each data block is divided into smaller blocks, which are transmitted in bursts over N time slots. The purpose of the system to link level interface is to provide the expected block error rate (BLER) under the channel conditions represented by the burst-wise average powers of the user of interest, and all the interfering signals affecting the user signal. The signal to interference plus noise ratio (SINR) at the receiver during the kth burst is defined as the following ratio of in-band powers (i.e., after the RF frontend, which attenuates adjacent channel interfering - ACI - signals):
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(1)
where N0B is the in-band thermal noise power, Ck is the average power of the user signal and Imk is the average in-band power of the mth interfering signal, during burst k.

The performance of a given data block is then determined with the two-stage approach similar to [2], i.e., a bit error rate is calculated for each burst that carried data belonging to the block, and a two-input mapping is used to determine a BLER value from the mean and variance of those BER values. More explicitely, let the first stage mapping be f(·) with f(
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 be the set of indices that identify the bursts associated to the block n. Then the expected BLER is computed as:
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and gi(·) represents the second stage mapping, which relates output of the first stage mapping to the expected BLER for the block, under the coding scheme i. This value is typically used by the system level simulator when collecting various service quality-related statistics, such as voice quality, peak throughput, average throughput, etc. The mapping gi is a surface that maps [0, 1]×[0, 1] → [0, 1], monotonic and decreasing in μ. One example surface can be seen in Figure 1.
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Figure 1: Example of mapping gi for expected BLER prediction.

The mapping f is typically assumed to be a monotonic, decreasing function, and it is usually plotted using logarithm scales in both axes. One possible model for this mapping is the exponential model with parameters a, b, c, d:
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An example function is shown in Figure 2.
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Figure 2: CIR to BER mappings for 04/16 QAM, from cluster and average, and tuned for BLER.

4. Construction of the first stage mapping
4.1 Collected link level simulation data

The link level simulations perform modulation and detection of bits across fading channel realizations, given an interference profile, which represents the average powers of the interfering signals, as compared to the average power of the user signal. For example, the DTS-2 scenario is a profile with two co-channel interferers (CCI) and one adjacent channel interferer (ACI), where the ratios E{Ck} /E{Imk} can be determined from the ratios E{Ck}/E{I1k}, E{I1k}/E{I2k} and E{I1k}/E{I3k}. Here, the expectation represents a time average over the bursts.
The link level simulator will simulate a certain number of bursts according to this profile, for each desired transmit SNR value, defined by
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The desired transmit SNR values are typically shown as the  X axis of the link level simulation results. Let the bursts at transmit SNR value l be grouped in the set
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where 
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 represents the SINR for the burst k, at transmit SNR point l and we have neglected the thermal noise. The set has Nb bursts.

Thus, for a given set of bursts l, the following quantities are collected:

1. The bit error ratios 
[image: image12.wmf]k

kl

r

}

{

, computed as the number of erroneous bits from hard decisions (i.e., before the channel decoder), over the total number of data bits per burst.

2. The block error events 
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, associated to groups of bursts and representing the successful decoding of the block after all the bursts were received, for the coding scheme i.

Upon these sets, two type of curves are usually considered as figures of merit for the link level performance of the receiver:

1. The transmit SNR vs. average BER, consists of the points 
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, i.e., the average of the collected BER, over each set of simulated bursts.

2. The transmit SNR vs. average BLER, consists of the points 
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, i.e., the number of block errors over the total number of blocks, for each burst set, under the coding scheme i. Here, there are as many curves as channel coding schemes and the number of bursts 
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 that have influence on the performance of the block depends on the interleaving depth and the number of data blocks per radio block.

4.2 Verification criteria

The overall goal in the system to link level interface is to produce an expected BLER value that is close to what the link level simulator would produce, given time to run a simulation for each user.

Here, an error criterion will be defined, which compares the predicted BLER of a burst set (a given transmit SNR value), with the true BLER of the set, as computed by the link level simulator. 
The following quantities are defined for each transmit SNR, see Figure 3 for an example with blocks transmitted over 4 bursts:
1. 
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 the BER values predicted by the first stage mapping (computed upon 
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, the collected SINR for burst k of set l).

2. 
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, the average and standard deviation of the computed BER values, for each block from burst set l.

3. 
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, the average and standard deviation of the burst-wise collected BER values, i.e., 
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, for each block n in burst set l.

4. 
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, the predicted BLER for the blocks in burst set l, under coding scheme i.

5. 
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, the predicted BLER for the blocks in burst set l, under coding scheme i. This is computed based on the collected BER values rkl.

[image: image24.png]eﬁoﬁ\e

Qo L

-
P
-

P1, P2, P3, P4

\OXK,‘D D

\0@5 \

< _y\ -

-

-

y

-
,/

f()

(CIR to BER)

»T1,72,73, T4

b17 b27b37b4

avg,dev

Z;z
Mt

Y

avg,dev

gi
(BLER
mapping)

[P
(BLER

mapping)





Figure 3: Illustration of the collected and computed quantities related to a data block.

For a given block n in the burst set l, under coding scheme i, define a predicted decoding failure event as a binary variable
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(5)
where B(·) represents a Bernoulli trial for the given probability.

One can then compute a block error rate for each transmit SNR (burst set) and coding scheme, and produce a curve that can be compared with the actual BLER computed by the link level simulator.

A relative error between the block error rates is given by
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which is the relative error in the block error rate predicted for the burst set l under the coding scheme i, when compared to the actual block error rate computed by the link level simulator.

4.3 Clustering and average mappings
A straightforward approach to build the CIR to BER mapping, is to cluster the CIR values in decibels and average the collected raw BER for each cluster. While this provides the expected BER given a burst-wise CIR, this does not necessarily guarantee the accuracy of the predicted BLER. Examples will be provided in Section 5, where a different CIR to BER mapping can be found, that provides better BLER accuracy.

4.4 Tuning methodology for the first stage mapping

This section discusses how to find a mapping f(·) that complies with the verification criterion defined in Section 4.2. In principle, if the statistical properties of the output of the CIR to BER mapping would match exactly those of the collected raw BER, then the BLER criterion would be satisfied, provided that the second stage mappings are accurate. However, the behaviour of the receiver differs fundamentally from a single-valued CIR to BER mapping, in the sense that for a given CIR value, a distribution of BER values can result. In contrast, the mapping f(·) is restricted to be a function of the CIR. An example of this multiple-valued relationship is shown in Figure 4. Clustering and averaging these BER values would lead to a mapping that shows as a single line within the “cloud”. Nevertheless, when the mapping f(·) is a function depending on certain parameters (e.g., the exponential model given in (3) or some other parameterization), the shape of the CIR to BER mapping can be manipulated through numerical search methods, to minimize the error in BLER curves (6) for a given TX SNR region, and across all the coding schemes belonging to the same symbol constellation.
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Figure 4: Example relationship between the CIR of a burst and the raw BER

5. Examples
In this section, we compare the accuracy of the CIR to BER mappings for a DTS-2 scenario, with the simulated link performance of a EGPRS2B DL receiver, using a LGMSK transmit filter. The difference between the mappings from clustering and the tuned mappings is illustrated in Figure 2, for 04 and 16QAM constellations. The BLER accuracy is shown in Figures 5 and 6, respectively. In general, a good accuracy improvement can be observed in both cases.
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Figure 5: Accuracy improvement for tuned CIR to BER mapping in 04QAM
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Figure 6: Accuracy improvement for tuned CIR to BER mapping in 16QAM
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