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1 Introduction

This document is an update to the document submitted in the RED HOT/HUGE Telco #7 ‎[3]. The suggested algorithm was extended to include treatment in PAN.
Previous work on RED HOT has assumed the use of rate matching as it is defined in 3GPP TS 25.212. However, this rate matching algorithm suffers from a number of weaknesses. 

The different redundancy versions (RVs) have a very high degree of overlap of bits, far more than is expected based on the punctured code rate to be used for a MCS. This can be observed even for MCSs that use relatively high coding rates as compared to the R=0.33 mother Turbo code.

After 2 RVs (for R≤0.66) or 3 RVs (for R≤1.0), not all the bits in the mother code are transmitted. This is not a surprise since it has already been noted that there are overlaps. However, this situation is not improved even by increasing the number of RVs in the set to 4 or 5 or more. There always remain holes in transmission of the mother code bits. For example, consider HTCS-6-A and HTCS-2-B. HTCS-6-A is of length 2022 encoded bits. It requires 2 RVs in principle to complete transmission of the mother Turbo code. However, in practice, 25.212 leaves 288 (14%) of these bits un-transmitted. For HTCS-2-B, the numbers are 1830 and 264 (14%) respectively. The situation is getting even worst with PAN inclusion. One severe example is in HTCS-8A. HTCS-8A is of length 2022 bits encoded bits. It requires 3 RVs in principle to complete transmission of the mother Turbo code. However, in practice, 25.212 leaves 674 (33%) of these bits un-transmitted. On the other hand, it has been observed that the 1st RV that is generated from the 25.212 algorithm gives good throughput performance. Thus, it seems reasonable to use 25.212 as a basis, and to define an improved algorithm based on it.

This paper describes a method for generating RVs, such that complete transmission of the mother Turbo code is ensured deterministically.

2 25.212 Algorithm

This section describes the 25.212 RM algorithm (from 3GPP TS 25.212 Section 4.5.4.3). Only the case of puncturing is considered; no reference is made to repetition here.

The source Turbo encoding is shown in Figure 1. It is a Rate 1/3 systematic code. Note that for N input information bits, 3N+12 output bits are generated. (For consistency with the coding rate terminology use previously in EGPRS, a code rate R=1 code refers to the case that N+4 bits of the mother code are transmitted.) The RVs are generated as follows.

Denote the number of bits before second rate matching as 

Nsys for the systematic bits, 

Np1 for the parity 1 bits, and 

Np2 for the parity 2 bits, respectively, and

Ndata is the number of bits for transmission in a block

An RV can either choose to priorities systematic bits. The number of transmitted systematic bits in a transmission is 
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The number of parity bits in a transmission is: 
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 for the parity 1 and parity 2 bits, respectively.

Table 1 below summarizes the resulting parameter choice.

Table 1: Rate Matching parameters
	
	Xi
	eplus
	eminus
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RM S
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2.1 Puncturing Loop

Based on the setup parameters, the rate matching is then done on the parity bits.

Denote the bits before rate matching by: [image: image14.wmf]i
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. The rate matching rule is as follows:

e = eini


-- initial error between current and desired puncturing ratio 

m = 1


-- index of current bit

do while m <= Xi
e = e – eminus 


-- update error

if e <= 0 then


-- check if bit number m should be punctured

puncture bit xi,m
e = e + eplus
-- update error

end if

m = m + 1



--  next bit

end do
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Figure 1: Turbo Encoding structure (dotted lines apply for trellis termination only)

3 Modified RM Algorithm

This section proposes a modified RM algorithm. Note that if Partially Systematic Turbo Codes is not employed and PAN is included, the 1st RV is left as described in 25.212, giving preference to the systematic bits in the 1st RV. 

3.1 Parameter set up

For generation of the 1st and subsequent RVs, two different cases are considered here. The first is for codes where the transmission code rate is R≤0.66. For this case a total of 2 RVs is sufficient. This is covered in Section ‎3.1.1. The second is for codes where the transmission code rate is R>0.66. For this case a total of 3 RVs is required. This is covered in Section ‎3.1.2. The parameter “swap” controls the amount in percentage of systematic bits punctured in the first RV. For example, swap=0.1 indicates 10% puncturing of systematic bits in the first RV.

3.1.1 RVs for Code Rates R≤0.66

MCSs that are defined with code rate R≤0.66 require only 2 RVs in order to ensure transmission of all the bits of the mother Turbo code at least once. 

If swap=0, and PAN is included, the first RV is the same as the existing 25.212.
If PAN is not included, the RV is as the RV with PAN with some extra bits.
For the second RV, the selection principle consists of 2 parts:

i) Transmit all the remaining parity bits (and remaining systematic bits if swap>0) not yet transmitted. This is done by setting  flips = flipp1 = flipp2 = 1.
ii) Re-transmit some of the bits that were sent in the 1st RV. Selection is by 25.212 RM equations. The number of bits to re-transmit is given by “bits Left” variable defined below. The left bits are allocated to systematic and parity bits evenly. Other strategies of allocation the remaining bits can be taken, for example re-transmitting as much as possible of the systematic bits first. 
In the following, 
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3.1.1.1 1st RV

Set the parameter values as
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flips = flipp1 = flipp2 = 0.

3.1.1.2 2nd RV

Set the parameter values as
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Note that here the bits that are available after completion of the code, BitsLeft, are split equally between systematic bits and parity bits. Other partitions are also possible. A similar partitioning is also done in Section ‎3.1.2.3
3.1.2 RVs for Code Rates R>0.66

MCSs that are defined with code rate R>0.66 require 3 RVs in order to ensure transmission of all the bits of the mother Turbo code at least once. 

If swap=0, and PAN is included, the first RV is the same as the existing 25.212.
If PAN is not included, the RV is as the RV with PAN with some extra bits.
For the second RV, all the systematic bits not transmitted in the first RV, and part of the parity bits not yet transmitted, are selected for transmission. Selection is based on 25.212 RM.

For the third RV, the selection principle consists of 2 parts

i) Transmit all the remaining parity bits not yet transmitted. This is done by setting  flips = flipp1 = flipp2 = 1
ii) Re-transmit some of the bits that were sent in the 1st and 2st RV. Selection is by 25.212 RM equations. The number of bits to re-transmit is given by “bits Left” variable defined below. The remaining bits are allocated to systematic and parity bits evenly. Other strategies of allocation the remaining bits can be used, for example re-transmitting as much as possible of the systematic bits first. 

In the following, 
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3.1.2.1 1st RV

The parameter values are set the same as in Section ‎3.1.1.1.
3.1.2.2 2nd RV

Set the parameter values as
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flips = 1, flipp1 = flipp2 = 0

3.1.2.3 3rd RV

Set the parameter values as
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flips = flipp1 = flipp2 = 1

3.2 RM Loop Parameter Calculation

In addition to setup of the 
[image: image83.wmf]i
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parameter, the parameters eplus and eminus need to be calculated. This is done as in Table 2.

Table 2: Rate Matching Loop Parameters
	
	eplus
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Also eini is calculated for each RV as
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Similarly, 
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3.3 RM Loop

This section describes the rate matching loop. The operation of the loop is based on the parameter setup and calculation described in Sections ‎3.1 and ‎3.2.

e = eini;

e2 = e2ini;

m=1;

    while ( m <=  Nsys )

        if xor(bit was transmitted,  ~flip)

            e = e - e_minus;

            if (e <= 0)

                 e2 = e2 – e2_minus;

                if (e2 <= 0)

                     puncture the bit

                     e2 = e2 + e2_plus;

                endif,

                e = e + e_plus;

            endif,

        else

          if (~flip)


                 puncture the bit

           endif

        endif,

        m = m + 1;

    end while
3.3.1 Determination If Bit was Transmitted

The test to determine if a bit has been previously transmitted in the above loop is computed based on previous RVs without PAN. In the case of RV 2, it is dependent only on RV 1 for the MCS. In the case of RV 3, it is dependent on the logical Or of RV 1 and RV 2 for the MCS. 

4 HTCS-2B

HTCS-2B has a code-rate of 0.63 without PAN, and 0.69 with PAN. Since code-rate of 2/3 is the boundary for selecting between 2 and 3 RVs some caution should be taken. It is suggested to handle HTCS-2B in the following way. In any case only 2 RV are defined for HTCS-2B. If none, or only one, of the RVs are to be included with PAN, the RV’s are defined according to the case of R<=2/3. The suggested algorithm will provide the correct RV’s without holes.  On the other hand, if both the RV are with PAN, The first RV can be define in as in the previous case, where the second RV can be defined with the same parameters as the second RV in section ‎3.1.2.2. The algorithm will provide a RV with no repetition, but as the code rate is larger than 2/3, some holes will be inevitable. Using this approach, only 78 bits (4%) will not be transmitted (the minimum possible), compared to 344 bits (19%) using 25.212.    

Note that this handling scheme does not require knowing a priori the PAN inclusion.

5 HTCS-8B

HTCS-8B without PAN has a code rate larger than 1, so some caution should be taken. It is suggested to handle HTCS-8B in the following way. In any case only 3 RVs are defined for HTCS-8B. If up to two of the RVs are including PAN, the RV’s are defined in the normal way. The suggested algorithm will provide the correct RV’s without holes. On the other hand, if all the RV are with PAN, the first and the second RV can be define in as in the previous case, where the last RV is defined with the following parameters:
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flips = flipp1 = flipp2 = 0

The algorithm will provide a RV with no repetition, but as the code rate is larger than 1, some holes will be inevitable. Using this approach, only 12 bits (1%) will not be transmitted (the minimum possible), compared to 212 bits (12%) using 25.212.    

Note that this handling scheme does not require knowing a priori the PAN inclusion.

One of the strengths of this handling scheme is that it is not require knowing a priori whether the two RV will include PAN.

6 Summary

The existing rate matching algorithm in 3GPP TS 25.212 suffers from a number of weaknesses, such as early repetition, and non-complete transmission of the mother Turbo code.

This paper has proposed a rate matching algorithm based around the core 25.212 concept. The algorithm proposed deterministically ensures completion of the mother Turbo code, and good distribution of Chase combined bits.

Simulation results for the proposed algorithm are presented in an accompanying document.
Further work is currently on-going to determine how to enable self decodability, as far as is possible, without degrading the performance when combining different RVs.
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