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Preliminary results and way forward on
 Latency Reduction for GERAN Evolution 
1. Simulated scenarios
In this contributions some preliminary simulation results are shown regarding a VoIP service realized over a GERAN network that implements the following “latency reduction” features:
1. Reduced TTI radio blocks (both “10 ms TTI” and “5 ms TTI” are considered), as described for instance in [1] and [3]. With respect to the proposal presented in [1], “2-burst RTTI radio blocks” are not (yet) considered in the simulations. For the “5 ms TTI” case, the constraint described in [3], mandating the transmission/reception of RTTI blocks every other TTI period (i.e. every other TDMA frame) is also considered in the simulations.
2. A Fast Ack/Nack reporting scheme, as already described in the Feasibility Study [4], i.e. the approach where a short bitmap is included in RLC data blocks.
3. A shorter MS reaction time (~10 ms is assumed for the  “10 ms TTI” case, while less than 1 TDMA frame is assumed for the “5 ms TTI” case, as discussed in [3]). 
4. TBFs operated in RLC Non-Persistent mode. The maximum number of retransmissions per RLC block is set to 1 or 2 (i.e. the total number of transmissions for a given RLC block cannot exceed 2 or 3, respectively). The RLC Window Size is set to 6, i.e. a considerably lower value than the currently minimum possible of 64 (this issue is analyzed in mode detail in [2]).
In addition, it is assumed that SNDCP/LLC headers are reduced to 2 bytes, as described in [5].

More precisely, four different low-latency scenarios are simulated, as described below:

	
	Scenario 1
	Scenario 2
	Scenario 3
	Scenario 4

	TTI
	10 ms
	5 ms
	5 ms
	5 ms

	RTTI blocks for a given user can be sent every 

TTI period?
	Yes
	Yes
	No, only every other TTI period 
	No, only every other TTI period

	Fast Ack/Nack Reporting
	Enabled
	Enabled
	Enabled
	Enabled

	MS reaction time
	~10 ms
	< 4 ms
	< 4 ms 
	< 4 ms

	Total maximum # of transmissions per RLC block
	2
	3
	3
	2

	RLC WS
	6
	6
	6
	6


Table 1: Simulated scenarios
The table below shows the corresponding transmission delay of an RLC block transmitted 1, 2 and 3 times, for the “10 ms TTI” and  “5 ms TTI” case (the legacy case, still assuming the fast ack/nack reporting scheme, is also shown for comparison):
	
	BSC
	Abis
	BTS
	Um
	MS
	Sum

	BSC (
	10
	20/10/5
	<5
	20/10/5
	
	55/35/25

	(  MS
	
	20/10/5
	<5 
	20/10/5
	40
/10
/<4
	

	BSC (
	10
	20/10/5
	<5
	20/10/5
	
	195/105/65

	(  MS
	
	20/10/5
	<5 
	20/10/5
	40/10/<4
	

	BSC (
	10
	20/10/5
	<5
	20/10/5
	
	335/175/105


Table 2: Delay budget for an RLC block transmitted 1, 2 and 3 times 

with legacy / 10 ms TTI / 5 ms TTI TBFs
To evaluate what can be considered a sort of worst-case scenario, it is assumed that the VoIP client puts a single 12.2 kbps AMR frame per IP packet, corresponding to 20ms of speech per IP packet. It is also assumed that ROHC is used (leading to an average IP headers compression size estimated in 3 bytes) therefore leading to 284 (244 payload + 40 IP+SNDCP/LLC headers) bits of RLC/MAC payload, that could fit in a single MCS-3 RLC data block. MCS-3 is therefore used for all the simulations, in a C/I condition of 9 dB (note: performance for MCS-3 in TU3iFH - 900MHz are used in the following, although the benefit of FH cannot be (completely) exploited in case of RTTI blocks).
2. Simulation results
The figure 1 below shows the CDF for both the RLC block and the LLC PDU transfer delays, in the Scenario 1 (“10 ms TTI”). It clearly shows the effect of the RLC in-sequence delivery feature, implying higher delays for LLC PDUs than the ones that could be erroneously expected by only considering the transmission delay for individual RLC blocks. The 95-percentile delay for LLC PDUs is then around 120 ms, i.e. probably still acceptable for a VoIP service. The corresponding IP packet loss in this case (only 2 total transmissions allowed per RLC block) is measured in 3%.
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Figure 1: Case 1 (“10 ms TTI”), RLC vs LLC transfer delay.
In figure 2 the benefit of RLC Non-Persistent mode (with a reduced Window Size) over RLC Ack mode is shown, again for Scenario 1. If RLC Ack mode were used, the LLC PDU transfer delay would increase, leading to a 95-percentile delay of around 180 ms, definitely not acceptable for VoIP (reducing the Window Size for RLC Ack mode would not help, since it would increase the risk of stalling the transmit window).
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Figure 2: Case 1 (“10 ms TTI”), RLC Non-Persistent mode vs RLC Ack mode
To demonstrate the benefit of moving from a “10 ms TTI” to a “5 ms TTI” solution, figure 3 shows a comparison between Scenario 1 (“10 ms TTI”) and Scenario 4 (“5 ms TTI”), where the total maximum number of allowed transmissions per RLC block is kept fixed to 2.
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Figure 3: Case 1 (“10 ms TTI”) vs Case 4 (“5 ms TTI”)
The huge gain in terms of average LLC PDU transfer delay can be easily noticed. In the “5 ms TTI” case also the 95-percentile delay is improved, going down to 95 ms, while the IP packet loss remains the same, i.e. 3%.
But the “5 ms TTI” solution can also be used to lower the IP packet loss, by increasing the total maximum number of allowed transmissions per RLC block from 2 to 3. Figure 4 shows the comparison between Scenario 4 (“5 ms TTI”, 2 Tx) and Scenario 3 (“5 ms TTI”, 3 Tx). In case of maximum 3 transmissions the 95-percentile delay increases (as expected) reaching 120 ms (same value as in the “10 ms TTI” case with 2 transmissions!), but the IP packet loss decreases to 0.3%!
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Figure 4: Case 4 (“5 ms TTI”, 2 Tx) vs Case 3 (“5 ms TTI”, 3 Tx)
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Figure 5: Case 3 (“5 ms TTI”, 3 Tx) vs Case 2 (“5 ms TTI”, 3 Tx, up to 1 RTTI block per TTI period)
The last figure shows the possible further improvement if “5 ms RTTI” blocks could be sent every TTI period (i.e. if a mobile station could receive and transmit on 4 timeslots in the same TDMA frame). Figure 5 compares Scenario 3 (“5 ms TTI”, 3 Tx) and Scenario 2 (“5 ms TTI”, 3 Tx, up to 1 RTTI block per TTI period). Even here the gain in terms of average LLC PDU transfer delay can be easily noticed. Also the 95-percentile delay is improved (100 ms compared to 120 ms), while the IP packet loss would further decrease from 0.3% to 0.2%.
All these results, that could be made possible by the introduction in GERAN of the “reduced latency” features listed at the beginning, could be also compared with some evaluations made more than 3 years ago regarding a FLO-based solution for VoIP.
The next table is taken from [6] and shows the C/I at 1% of FER (TU3iFH - 900MHz) for a VoIP over FLO solution, for both GERAN Iu and A/Gb mode, and for different AMR modes.

The 12.2 kbps AMR solution over FLO (1% of FER @ C/I ~ 12 dB) can then be compared with the 12.2 kbps AMR solution over RTTI TBFs (0.3% of FER @ C/I = 9 dB, 95-percentile delay = 120 ms, as in Scenario 3), showing the improvement that can be achieved by the latter approach
.
	AMR
	Iu mode
	A/Gb mode
	difference

	
	
	
	

	12.2 kbit/s
	12.00 dB
	12.65 dB
	0.65 dB

	7.4 kbit/s
	7.50 dB
	7.85 dB
	0.35 dB

	4.75 kbit/s
	5.22 dB
	5.60 dB
	0.38 dB


Table 3: Link performance of VoIP over FLO using EEP
C/I at 1% of FER (TU3iFH - 900MHz)

3. Conclusions
Some preliminary simulation results have been presented, showing that implementing a number of “latency reduction” features discussed so far, it is possible to support services otherwise not feasible in GERAN, i.e. PS Conversational Services (like VoIP).
It is therefore suggested to standardize the following features:

· Reduced TTI radio blocks (either the “10 ms TTI” or the “5 ms TTI” approach).
· A Fast Ack/Nack reporting scheme (as already described in the Feasibility Study on GERAN Evolution, but extending the solution to DL feedback for UL TBFs).
· A shorter MS reaction time (possibly lower than 1 TDMA frame).

· RLC Non-Persistent mode for other TBFs than MBMS bearers (adding the option of setting RLC Window Sizes lower than 64 RLC blocks).
Siemens can accept the idea to discuss these features under the SCSAGB WI (Support of Conversational Services in A/Gb mode WI), as suggested in previous meetings, provided that the final solution can also be extended to other types of services.
Nevertheless, it is felt that the new suggested features would hardly match with the already defined building blocks for the SCSAGB WI. Therefore it is believed that the best solution would be to create a specific new Work Item on Latency Reduction.
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� currently minimum possible MS reaction time 


� value considered so far in many papers for “10 ms TTI” TBFs (could be set to <4 for a better comparison)


� The improvement is mainly due to the possibility to perform retransmissions, at the expenses of an higher resource utilization. 
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