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Packet Loss Measurement Function

1 Introduction

In the current 3GPP specifications, no possibilities exist to measure the quality of the intermediary IP network between the BSS and the SGSN with regards to packet loss.

The 3GPP GERAN system has thus no ways of determining the reliability of different IP networks in terms of their HW and SW configurations.

Although it is taken for granted, on higher layers, that the Gb interface delivers sent packets flawlessly, there is no guarantee this is true. The Gb interface (IP) is based on UDP that has no retransmission or error statistics in itself why the introduction of a monitoring mechanism is essential for determining the performance of the intermediary IP network between the SGSN and BSS.

An IP packet sent over the Gb interface may contain more than one NS PDU, also low levels of packet loss will thus affect the end-user experience for applications using e.g. TCP. This is one of the main reasons why it is essential that means exist to refer poor end-user performance to packet loss on the Gb interface.

In this paper, the concepts of originating and terminating side are used to indicate the two sides of the Gb interface. The originating side is the side from which the packets are sent and the terminating at which the packets are received. I.e. after a completed test period, it will be possible to say how many packets that were lost in the intermediary IP network when they were sent from the originating side to the terminating side.

2 Packet Loss Measurement Function

The Packet Loss Measurement Function consists of counters on each side of the Gb interface, Packet Sent Counters on the originating side and Packet Received Counters on the terminating side. There will be a Packet Sent/Packet Received Counter on each IP endpoint respectively.

Three new SNS PDUs are also introduced (SNS-INFO-RESET, SNS-INFO, SNS-INFO-ACK) for resetting and fetching the remote counters.

The function also uses the NS SDU Control Bits IE of the NS-UNITDATA PDU to indicate an action to be taken by the remote peer NS entity (terminating side).

3 Packet Loss Measurement Initiation

The Packet Loss Measurement Function is initiated by an NS entity (originating side) by first resetting its own Packet Sent Counters for the appropriate local IP endpoints, then initiating the new IP Endpoint Information Reset procedure towards the remote peer NS entity (terminating side). The IP Endpoint Information Reset procedure will request the remote peer NS entity to reset its Packet Received Counters for all of its local IP endpoints.

When the IP Endpoint Information Reset procedure is completed in the originating NS entity, then all relevant counters has been reset on both sides of the interface and both NS entities will have the correct state for commencing packet loss measurements. 

4 Packet Loss Measurement

When the Packet Loss Measurement Function has been initiated, the originating side will count each NS PDU sent from a local IP endpoint that is part of the test to any of the remote IP endpoints that are part of the test.

After having counted an NS PDU, the NS entity will indicate to the remote peer NS entity that the NS PDU has been counted at the originating side by setting a new bit in the NS SDU Control Bits IE of the NS-UNITDATA PDU.

When the new bit of the NS SDU Control Bits IE is set in a received NS-UNITDATA PDU, the terminating NS entity shall increase its Packet Received Counter.

In this manner, both sides are made to count the same PDUs so that a comparison can be made of the Packet Sent/Packet Received Counters after completion of the test period. 

5 Packet Loss Measurement Termination

When the test period is ended, the NS entity (originating side) will stop setting the new bit of the NS SDU Control Bits IE of the NS-UNITDATA PDUs sent to the remote peer NS entity. Then the NS entity (originating side) will wait for an implementation specific time to allow the last NS-UNITDATA PDUs with the new bit set to be transferred to the remote peer NS entity.

After having waited for an implementation specific time, the originating side will fetch the relevant Packet Received Counters from the terminating side by use of the new IP Endpoint Information procedure.

When the IP Endpoint Information procedure is completed, the originating NS entity may compare the Packet Received Counters from the remote peer NS entity with its own Packet Sent Counter and in that manner calculating the number of packets lost during the test period.

6 Benefits and Drawbacks

The benefits of the proposal are:

· It will be possible to measure the quality of the intermediary IP network of the Gb interface

· The proposed function does not consume capacity on the Gb interface by e.g. increasing the IP header size of each packet (which would be the case with using e.g. RTP)

· The proposed function is simple to introduce

· The procedures introduced could be used for other IP endpoint information transfer between two peer NS entities in the future

The drawbacks of the proposal are:

· The proposal implies that the monitoring must be stopped before the packet loss can be determined
7 Conclusion

This paper proposes that it shall be possible to measure packet loss over the Gb interface on Network Service layer, given the benefits and drawbacks that have been presented in section 6.

The paper is proposing a simple way of performing the packet loss measurements that will not affect the quality nor the capacity of the Gb interface. The simplicity of the solution, in comparison to other, alternative solutions, makes it the best choice for implementing packet loss measurements over the Gb interface.























































































