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Proposed text on dual-carrier and multi-carrier for technical report

This document contains proposed description of the dual-carrier/multi-carrier GERAN feature for the technical report on GERAN evolution. It is a merge of tdocs GP-051510, GP-051546, GP-051548 and GP-051549.

7
Dual-carrier and multi-carrier

7.1


Introduction

Multi-carrier GERAN is a performance-enhancing feature aimed at improving peak and average user throughput, increase trunking gain, and to reduce latency. Currently, the theoretical peak data rate of EGPRS is 473.6 kbps. In a real network, bit rates in the order of 100-200 kb/s are feasible on four timeslots. With multi-carrier, both peak and average user throughput is increased proportionally to the number of carriers. With a dual-carrier constellation, the peak data rate would be close to 1 Mb/s. The need for higher bit rates could make it desirable to support multi-carrier GERAN in future releases of the GERAN standard. With this feature, peak and average bit rates can be increased in a very flexible and backwards-compatible manner. The improved data rates are needed in order to ensure that the same services are available regardless of the underlying radio technology, GERAN or UTRAN.

The most obvious benefit of multi-carrier GERAN is that it overcomes one limitation of the GSM radio interface – the 200 kHz carrier bandwidth. This limitation puts a restriction on the rate of data transfer to one and the same user, and is the fundamental difference between GSM/EDGE and other radio access technologies such as WCDMA. Multi-carrier GERAN gives increased flexibility in how the system throughput is divided among users.

Conceptually, dual-carrier is a special case of multi-carrier. Since there may be differences mainly in terms of MS implementation, special consideration is sometimes given to dual-carrier is the descriptions below.

7.2
Concept description

7.2.1
Basic concept

Multi-carrier GERAN means that multiple GERAN carriers on independent carrier frequencies (or MAIO:s in the frequency hopping case) are received by the same terminal. A straightforward solution would be to split the data flow of one user onto multiple carriers below RLC/MAC, reusing the current physical layer per carrier without modifications. This could be seen as a natural extension to the multi-slot principle, where a multi-slot allocation is now allowed to span across more than one carrier. This is illustrated in Figure 1.
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Figure 1: Left: Illustration of radio blocks in a 4-slot single-carrier allocation.
Right: Illustration of radio blocks in a 2*4-slot dual-carrier allocation. The two frequencies (MAIO:s in case of frequency hopping) are typically not adjacent.

7.2.2
Uplink considerations

A preliminary assessment is that multi-carrier is most feasible for the downlink. Whether is can be applied also to the uplink depends on MS implementation constraints which are for further study. However, even by just allowing multi-carrier reception in the downlink, it may be possible to increase the uplink data rates. For instance, the definition of higher multi-slot classes with effective sum=8 could be studied for the case of dual-carrier reception, as shown in Figure 2.


[image: image3.emf]0 1 2 6 5 4 3 7

6 7 0 4 3 2 1

RX 1 (DL)

TX (UL)

0 1 2 6 5 4 3 7

RX 2 (DL) Neighbour Cell Monitoring

Reception

Transmission

5



Figure 2: Example of higher multislot classes with effective sum=8 using a second receiver for downlink reception.

If multi-carrier is not applied in the uplink, it would still be advantageous if the MS was capable of altering between the uplink carriers corresponding to the allocated downlink carriers according to the dynamic allocation (see Section 7.5.2.2 for detailed description). 

The multi-carrier operation is illustrated in Figure 3, which shows a dual-carrier mobile (4+1) multiplexed with two legacy mobiles (2+1). Note the multiplexing of the dual-carrier MS on two uplink carriers.
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Figure 3: Dual carrier multiplexing

7.2.3
Inter-carrier interleaving

This is investigated in clause 10.

7.2.4
Dual-carrier diversity

The same baseband signal is transmitted over two carrier frequencies. At the receiver, the signals on the two carriers are converted to baseband, providing two diversity branches.

7.2.5 Adaptation between dual carrier and receive diversity

In many cases, the dual-carrier would be deployed in a network that already supports the MS RX diversity. In order to guarantee the most optimal utilization of network resources, it should be possible to switch between the two modes. The performance evaluation of this scheme is studied in clause 12.

7.3
Modelling assumptions and requirements

There are no special requirements for the modelling of the multi-carrier concept. The same principles as with EGPRS can be used.

7.4


Performance characterization

7.4.1 Basic concept

7.4.1.1
Peak data rates

The peak data rates for EGPRS for different number of carriers are shown in the table below. The increase in average data rate is also proportional to the number of carriers. Since there are also some additional degrees of freedom in the channel allocation and link adaptation (trunking gain), the improvement can be somewhat larger.

Table 1: Peak data rate for EGPRS versus number of carriers.

	# of carriers
	Air interface peak data rate
(4 slots per carrier) [kbps]
	Air interface peak data rate
(8 slots per carrier) [kbps]

	2
	473
	947.2

	3
	710.4
	1420.8

	4
	947.2
	1894.4

	5
	1184
	2368

	6
	1420.8
	2841.6

	7
	1657.6
	3315.2

	8
	1894.4
	3788.8

	9
	2131.2
	4262.4

	10
	2368
	4736


7.4.1.2
Window size limited TCP throughput

The high latency is a potential problem for the transport layer protocol. In particular, the throughput and RTT should satisfy the “throughput x RTT = TCP window size” limit, which gives the maximum throughput for a given TCP round trip delay and TCP window size. This relation is illustrated in figure 4, which shows the maximum RTT for throughputs between 50-1500 kbit/s.
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Figure 4: TCP throughput boundary

7.4.1.3 Error-limited TCP throughput

7.4.1.3.1
Introduction

The TCP throughput may also be limited by the segment error rate and by the delay. This is generally referred to as the error-limited TCP throughput. In this section, the performance of TCP is considered as not limited by the TCP window.

7.4.1.3.2
TCP modelling

The error-limited TCP throughput has been analyzed in the literature, and is modelled by the following empiric formula (see [1]):
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Where the following parameters are defined

Table 2. TCP modelling parameters
	Parameters
	Description

	MSS
	IP segment size (bits)

	RTT
	Round-trip time

	T0
	Timeout (assumed = 5 * RTT)

	p
	Probability of IP segment loss

	No limit on window size


7.4.1.3.3
Multi-carrier GERAN modelling

Air Interface
The air interface peak data rate for Multi-carrier GERAN has been computed as the simple multiplication of the per-carrier peak data rate times the number of carriers. Two cases have been considered: the ideal case of 8 allocated slots per carriers, and the more realistic case of 4 allocated slots per carrier. The peak data rates are shown in table 1 in section 7.4.1.1.
TCP related figures

The TCP error-limited throughput has been modelled by the following set of parameters.

Table 3. Figures used to model the TCP error-limited throughput

	Parameter
	Figure(s)

	IP segment size [bytes]
	1500

	IP segment error rate
	[10e-4, 5*10e-4]

	RTT (*) [ms]
	[100, 200, 300, 400, 500, 750]

	(*) includes internet/backhaul delay + radio-related delay (including retransmission overhead)


In reality, there will be some relationship between the number of carriers, the IP segment error rate, and the associated delay. In that sense, by neglecting such association we have performed some level of approximation. However, given that the result is essentially driven by the delay figure, and, within this, by its fixed component, we believe the formula yield an accurate enough model of the expected behaviour.

7.4.1.3.4
Results

The plots provided in annex X show how the error-limited TCP throughput may turn into a performance upper bound, no matter how many carriers are combined for MC GERAN.
When the two curves (i.e. the air interface peak data rate and the TCP error-limited throughput) cross, it means that the increase of air interface peak data rate is not translating into increase of TCP throughput. In these cases, the TCP throughput is de-facto bounded by its error-limited performance (which is in turn driven by the delay component)
The following table summarizes for the considered cases of multislot allocation and IP error rate the number of carriers at which performance is bounded by the TCP error-limited throughput

Table 4. Max number of carriers before performance becomes TCP-limited

	RTT
	IP error rate = 10e-4
	IP error rate = 5*10e-4

	
	4-slot case
	8-slot case
	4-slot case
	8-slot case

	750 ms
	5
	2
	2
	1

	500 ms
	8
	4
	3
	1

	400 ms
	>10
	5
	4
	2

	300 ms
	>10
	7
	6
	3

	200 ms
	>10
	9
	9
	4

	100 ms
	>10
	>10
	>10
	9


The limit would obviously be reached earlier for if a more pessimistic IP error rate were assumed

7.4.2 Inter-carrier interleaving

Inter-carrier interleaving is evaluated in clause 10.

7.4.3 Dual-carrier diversity

Editors note: This subclause will contain a performance evaluation of dual-carrier diversity.
7.5
Impacts to protocol architecture

7.5.1
Physical Layer

7.5.1.1
Modulation, multiplexing, and radio transmission

No changes are expected.

7.5.1.2
Channel coding

The channel coding of the basic multi-carrier concept (without inter-carrier interleaving) can be carried out with the existing modulation and coding schemes of EGPRS (MCS 1-9). 

7.5.1.3
Mobile capabilities

The multi-carrier capability could be defined either as a simple indication, or as a set of dedicated multi-slot classes for multi-carrier. The first option implies that the multi-carrier mobile would act like a time-slot multiplier, the time and frequency domains being fully independent from each other. With the latter option, there would be more flexibility to control the number of time slots, but a set of new multi-slot classes would need to be specified.

7.5.1.4
Channel quality measurements 

The current EGPRS mobiles are required to support the reporting of four different types of measurements: MEAN_BEP measurements, CV_BEP measurements, interference measurements ((CH), and slot-wise MEAN_BEP measurements (MEAN_BEP_TS). 

For multi-carrier mobiles, the MEAN_BEP and CV_BEP reporting could be done either in a carrier wise or combined manner. In the carrier wise scheme, the MEAN_BEP and CV_BEP figures are individually calculated for each carrier, whereas in the combined scheme, the MEAN_BEP and CV_BEP values are averaged over multiple carriers.

The main benefit of the carrier wise MEAN_BEP and CV_BEP reporting is that the potential imbalance between the carriers is taken into account. This is especially important for the network deployments, where one carrier is placed on the BCCH layer and the other carriers on the hopping layer. In such case, the averaging over several carriers would produce an erroneous result, because the fading statistics of hopping and non-hopping carriers are different. The evident drawback of the carrier wise reporting is the increased size of the channel quality report. The increased message size can be avoided by using the poll-based reporting strategy, which is explained in section 7.5.2.6.

The main benefit of the combined MEAN_BEP and CV_BEP reporting is that the size of the channel quality report remains unchanged. The obvious drawback is the degraded estimation accuracy, when at least one of the carriers is deployed on a non-hopping layer. This problem could be avoided by limiting the scope of multi-carrier on the hopping layer, i.e. by using the same frequency parameters (except MAIO) for both carriers. Besides enabling a more reliable measurement reporting, such strategy would also simplify assignment procedures.

Regardless of the reporting strategy for MEAN_BEP and CV_BEP measurements, the interference and MEAN_BEP_TS measurements need to be reported per time slot. Again, the method of Section 7.5.2.6 can be exploited to avoid the increased message size.

7.5.2
RLC/MAC

7.5.2.1
Multiplexing with legacy MSs

The same principles apply for multiplexing on multiple carriers as on a single carrier. There is no radio resource segregation: provided that the intra-carrier interleaving is not used, the multi-carrier data flows can be multiplexed with the single carrier data flows on the same timeslots.

7.5.2.2
Multiplexing data on multiple carriers

7.5.2.2.1
Downlink – Simultaneous transmission over multiple carriers

The most straightforward way to allow for downlink transmission over multiple carriers is to allow a TBF to span over two carriers, like it would span over several timeslots. The same TFI can be used over all carriers (even a different TFI could be used per carrier, if deemed necessary). However RLC limitations (window size) may come into effect if the total amount of timeslots exceeds 8: this is looked at in Section 7.5.2.4.

7.5.2.2.2
Uplink – Time-divided transmission over multiple carriers

Uplink transmission is ruled by dynamic allocation i.e. through USF. RRBP is also used for reserving uplink radio blocks for transmission of RLC/MAC control blocks by the mobile station.

Receiving over multiple carriers brings about the transmission over multiple carriers (distinctively, as opposed to simultaneously). The following behaviour is proposed:

· Reception of an assigned USF on a given carrier grants uplink transmission on the same carrier.

· Reception of a valid RRBP on a given carrier grants uplink transmission on the same carrier.

· In case of a conflict (abnormal case, from the network side), i.e. more than one uplink radio block reserved on the same time slot and TDMA frames
 it is proposed that:

· If one of the uplink radio block is reserved by means of RRBP for an RLC/MAC control message, the MS shall respond in that uplink radio block.

· If more than one uplink radio block are reserved by means of RRBP, the MS shall respond in one of them (e.g. randomly selected). The MS shall send the RLC/MAC control message according to the priorities defined in 3GPP TS 44.060.

· If more than one uplink radio block are reserved by means of USF, the MS shall respond in one of them (e.g. randomly selected).

7.5.2.3
Segmentation / reassembly

Reassembly in multi-carrier case is comparable to reassembly in multi-slot case; additional timeslots are monitored on the allocated carriers. Note that additional requirement is put on mobile station side given all carriers have to be monitored simultaneously: the MS has to monitor all allocated timeslots on both carriers. While timeslots on a carrier are separated in time, carriers are separated in frequency (hence timeslots (with same TN) on different carriers occur at the same time).

7.5.2.4
RLC window size

The RLC window size needs to cope with the maximum amount of outstanding RLC data blocks within RLC roundtrip time. Otherwise too small a window starts to limit the peak throughput. This amount is given as follows when N carriers, all timeslots (8 per carrier) and two RLC data blocks per radio block (20ms) are used:
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Typical RLC roundtrip time is 160 ms corresponding with BS_CV_MAX value of 6. The RLC roundtrip time could however be significantly higher if Abis transport is arranged by geo-stationary satellite hop, yielding to about 640ms RTT.

As can be seen from the Equation 1, the current maximum RLC Window Size for EGPRS (1024) is well adapted for multi-carrier (except possibly in case of Abis over satellite hop), but definitely too small for GPRS (64). The usage of multi-carrier could be hence restricted to EGPRS.

7.5.2.5
Incremental redundancy

In order to retain full retransmission flexibility, the incremental redundancy (IR) within all carriers should be supported. This feature would be mandatory for MS and optional for BSS.

7.5.2.6
Link adaptation

Link quality measurements are reported in acknowledgement message, upon request from the network. As described in Section 7.5.1.4 , it would be beneficial to report the measurements separately for all carriers. In order to avoid reporting a large amount of measurement data in a single EGPRS channel quality report, the following approach could be considered: 

Report measurements for only one carrier in the acknowledgement message (i.e. report measurements for the carrier on which the poll was received). Indication of the reported carrier is needed.

7.5.2.7
Signalling

The allocation of multiple carriers needs to be supported through signalling (assignment, reconfiguration of resources) between the network and the mobile station. This will increase the likelihood for segmentation of the corresponding RLC/MAC control messages. Note however that extended RLC/MAC control message segmentation was introduced in Rel-6 for messages that span over more than two radio blocks, and can be used in this case as well.

7.5.3
Higher layers

The support of multi-carrier by the mobile station needs to be indicated with sufficient flexibility as part of the mobile station’s capabilities.

It is assumed that the indication (broadcast) of the network support for multi-carrier is not needed, given no need is identified for the MS to request a multi-carrier transmission.

7.5
Impacts to the mobile station

7.5.1 RF

7.5.1.1
Multiple narrowband receivers

There are different options for the implementation of the multi-carrier RF in the MS receiver. One option, suitable mainly for a small number of carriers (e.g., dual-carrier), is to have separate receiver chains for each carrier. This means that the multi-carrier terminals exploit an architecture, where the receiver branches can be tuned to different frequencies (see figure 5). The receiver branches can use either the same antenna or separate antennas.
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Figure 5: RF architecture for dual-carrier receiver with separate receiver chains for each carrier.

7.5.1.2
Wideband receiver

Another option, mainly suitable for a larger number of carriers, is a wideband receiver. This option may have additional impacts to the network since it may be necessary to limit the carrier spacing of the multi-carrier assignment. Also, blocking requirements may be an issue.

7.5.1.2.1
Larger bandwidth

Simultaneous reception of n carriers would obviously imply larger bandwidth for the receiver front-end. This is in itself a source for additional complexity. However, it is difficult to assess such complexity without a clear requirement on the width of the wideband front-end.
Given that most, if not all, of the GERAN carriers of the multi-carrier allocation will effectively be MAIO’s, the receiving interval (from the lowest frequency carrier to the highest frequency carrier) might even be variable. Obviously the receiver shall be dimensioned for the worst case. Thus, it would be beneficial to establish some assumptions in that sense. In other words,
· Can there be any assumption on the maximum interval between carriers for which the multi-carrier receiver shall be dimensioned for?
7.5.1.2.2
Channel separation
As mentioned in a previous contribution (see [2]), channel separation may be performed with known techniques, e.g. digitally.
However, it is important to note that the complexity of digital channel separation is also dependent on the width of the wideband receiver, which shall maintain the same C/N applicable today for GERAN
, which in turn is likely to have an effect on power consumption.

7.5.1.2.3
Blocking requirements

Blocking requirements are described in 3GPP TS 45.005 Section 5 (see [5])

In-band blocking requirements are obviously defined assuming that there is one “useful” carrier, and the receiver has to fulfill some blocking requirements towards all frequencies higher and lower than the “useful” carrier.

This can be illustrated pictorially by the following figure, which refers to a “small MS” in the GSM900 band.
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Figure 6: In-band blocking requirements for a R6 “small MS” in GSM900

It is very unlikely that a similar blocking requirement structure can be maintained for a wideband multi-carrier receiver. 

In essence, we would now have multiple “useful signals”, around each of which we should depict a structure as in Figure 1. This is obviously not a practicable option as we would end with drawing a blocking requirement on top of a “useful signal”.

Thus, it seems that blocking requirements should be relaxed. A qualitative sketch of such relaxation is illustrated below.
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Figure 7: Possible relaxation of blocking requirements for a multi-carrier “small MS” in GSM900
Note that the “grey area” between the “useful signals” corresponds to the area where the performance requirements for adjacent interference apply. A redefinition of these requirements may also be needed, depending on the respective spacing of the “useful signals”.

Further, it is important to consider that, if the frequencies of “useful signals” are effectively MAIO’s, then also the respective spacing are changing on a TDMA frame basis. Thus, it should be discussed 

· Whether any bound on the respective spacing of the multiple carriers can be assumed

· How blocking should be defined (qualitatively) for a receiver expected to receive multiple carriers at once (i.e. should it look like Figure 7?)

7.5.2 Baseband

On baseband, the receiver is required to process multiple RLC/MAC blocks per time slot. This requirement may have an impact on meeting the timing requirements of baseband processing. The baseband complexity is directly proportional to the number of carriers.

The support for multi-carrier incremental redundancy may have an impact on the baseband design. In practice, it is required that the channel decoder of a multi-carrier mobile is able to store and retrieve soft decisions from a common pool of soft values.

Editors note: add text dual-carrier diversity.

7.6
Impacts to the BSS

Multi-carrier is expected to have no impact on EDGE transceivers, but the BSS needs to perform data transfer (possibly including incremental redundancy transmission), resource allocation and link control for more than one carrier. 

7.7
Impacts to the Core Network

No changes are expected to the core network except that new capabilities shall be signalled by the MS to the network.

Editors note: add text about dual-carrier diversity.
7.8
Impacts to the specifications

A common RLC/MAC layer would help minimize the impact on existing specifications and would allow enhancements of the existing mechanism for data recovery (ARQ II could be optimized over several carriers). A single TFI would be used for all carriers.

The impacted 3GPP specifications are listed in Table 2 below: 

Table 2: Impacted 3GPP specifications.

	Specification
	Description
	Comments

	43.064
	 GPRS Stage 2
	

	45.001
	 Physical layer one radio path; general description
	

	45.002
	 Multiplexing and multiple access on the radio path
	

	45.005
	 Radio transmission and reception
	 Possibly new radio requirements if wideband receivers are to be used.

	45.008
	 Radio subsystem link control
	

	44.060
	 Radio Link Control / Medium Access Control (RLC/MAC) protocol
	

	44.018
	 Radio Resource Control (RRC) protocol
	

	24.008
	 Mobile radio interface Layer 3 specification
	


7.9
Open issues

This section lists some open issues that are for further study.

· How many carriers should be the maximum in the specifications?

· Should multi-carrier GERAN be specified for both downlink and uplink or only for downlink?

· Should an MS class be defined for MS capable of receive diversity and dual-carrier GERAN, but not both at the same time?

· How are blocking requirements impacted by the use of a wideband receiver?
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Annex X: Plots for section 7 (dual-carrier and multi-carrier)
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Figure X.1: TCP error limited throughput vs air interface peak data rate (8 slots, IP err = 10e-4)
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Figure X.2: TCP error limited throughput vs air interface peak data rate  (4 slots, IP err = 10e-4)
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Figure X.3. TCP error limited throughput vs air interface peak data rate (8 slots, IP err = 5*10e-4)
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Figure X.4. TCP error limited throughput vs air interface peak data rate (4 slots, IP err = 5*10e-4)




� This may occur in case of colliding USF allocations (i.e. USFs detected in the same block on more than one carrier at the same time), RRBP allocation on one carrier colliding with a USF allocation on another carrier, or colliding RRBP allocations hence granting the same uplink block on more than one carrier at the same time.


� The C/N requirement for GERAN is 28 dB, while the C/N requirement for WCDMA is 16 dB
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