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RACH contention in MBMS

1. Introduction

Recent documents in GERAN have focused on the use of the RACH or a new MBMS RACH (MRACH) for responding to MBMS notifications.  This paper presents some initial studies on the use of a RACH channel with a large of number of MS accessing at a given time in order to evaluate the need or not for a new channel.  

In this paper the term RACH is used to refer to any channel which is used for sending access bursts in order to indicate notification response, rather than repeating RACH, PRACH or MRACH.

2. Simulation assumptions

The simulation assumptions were:

· All MS receiving a notification will attempt to access the RACH channel at the same time (i.e. in the same group of RACH blocks)

· Each MS will only access the RACH once per notification

· No additional accesses are considered on the RACH (e.g. for non MBMS access to a cell)

· A successful access is considered to be when only a single MS makes an access to a RACH block

· All messages sent on the RACH are considered to be received at the BSS barring collisions (except section 6 where collisions are counted as successful access attempts).

Two use cases have been identified for MBMS accesses:

· Pub (Low number of subscribed MS in a cell)

· Stadia (High number of subscribed MS in a cell)

Both of these cases were investigated, with the pub scenario considered in these simulations to be 1-10 MS in a cell, and the stadia case considered to be 10-100 MS in a cell.

The simulations were run for up to 100 MS in order to gauge the load on the RACH.  MS loads of higher than 100 have not been investigated. but the trend from the results below is clear. 

3. RACH operation

The RACH access algorithm used is the one described in 44.018 sub-clause 3.3.1.1.2 and uses a uniform access probability based on the number of RACH slots scheduled
.

When an MS wishes to access the cell (for non-MBMS reasons), it uses the uniform distribution and the value of T to determine which slot the access will be sent on.  Any collisions are handled in non-MBMS RACH access by retransmitting the channel request message later in time.  

Each MS which wishes to access the cell calculates the slot on which it will access based on the time at which it wishes to access the cell.  This can be seen in Figure 1 (T=9 in this example), also block 1 in each of the MS accesses is the first block where the MS attempts access.  Note where the access of MS1 and MS2 overlap there is the risk of collisions.  In the case of the examined MBMS triggered RACH accesses it is assumed that all MS begin the access at the same slot as shown in Figure 2.
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Figure 1  Example of non-MBMS RACH access


[image: image2.wmf]MS1, MS2 and MS3 all

begin accessing the cell,

and have a uniform

probability of accessing in

block 1 - T


Figure 2 Example of notification triggered MBMS RACH access

Note that the error handling used for non-MBMS RACH access cannot be used for MBMS accesses as additional accesses from the same MS may provide false counting results .

4. Results

The simulations have provided results for two things, the proportion of successful accesses and also the proportion of unblocked RACH slots in a given RACH sequence.  Note that since MBMS responses to notification will be used for counting, each MS should only respond once to a notification message, rather than up to four times as is specified for normal RACH accesses.

4.1. Small Number of MS in a cell

The first set of results presented here show the case for a low number of MS in a cell subscribed to a given MBMS service (1 to 10 MS). 

Successful accesses

This set of simulations looked at how successful a set of RACH accesses would be for a given number of mobiles with a fixed number of RACH slots.  Figure 3 shows the proportion of successful access for a given scenario.  

As can be seen from the figure, the proportion of successful accesses remains high except in the case where a relatively high number of MS are attempting to access a restricted set of RACH slots.
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Figure 3  Proportion of successful RACH accesses (1-10 MS)

RACH blocking

An additional part of the simulation looked at the RACH blocking caused by a large number of MSs accessing a given RACH using the scheduling and access procedures in 44.018.  For the sake of this simulation, a RACH slot is considered blocked when at least one MS has accessed it (since no other MS can successfully access this slot).

Again it can be seen in Figure 4 that with high MS load and/or a low number of scheduled RACH blocks the proportion of free slots for other accesses drops causing a blocking of the RACH, but in the other cases, the RACH blocking remains relatively low.
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Figure 4  Proportion of free RACH slots (1-10 MS)

4.2. High number of MS

As mentioned in the simulation section, these simulations were run for 10-100 MS to examine the effects of a higher load on the RACH. 

Successful accesses

It can be seen from Figure 5 that with a larger number of MS accessing a cell, the proportion of successful accesses drops rapidly.  Also, with a low number of RACH slots available, the proportion of successful accesses drops rapidly to zero. This is caused by the high number of collisions on the RACH leading to no slots with only one MS accessing at any given time.  The implications of this on the counting procedure are clear.  If no MS can successfully access the cell, then it will not be possible to count the number of users.

A change to the notification requirements agreed at GERAN#17 may resolve this.  By limiting the number of ongoing notifications at any one time it would be possible for the BSS to detect notification responses by detecting energy associated with the RACH access.  Clearly this should be done on a new RACH channel rather than an existing RACH channel as non-MBMS RACH accesses may skew the results since they will no longer be distinguishable from MBMS RACH accesses. 
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Figure 5  Probability that any given access will be successful (10-100 MS)
Free slots

As in the previous results for a high number of RACH accesses, Figure 6 shows a large amount of RACH blocking when more than 60 MBMS subscribers are present in a cell.  This will cause significant blocking of a RACH and indicates that when a large number of MBMS subscribers are present in a cell the notification responses should not be sent on an existing RACH channel or access to the cell will be blocked for normal GSM/GPRS channel request/packet channel request messages.
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Figure 6 Proportion of free RACH slots during MBMS counting procedure (10-100 MS).

5. Possible solutions

As shown in the previous sections, there are significant problems with the use of RACH accesses on existing channels to count responses to MBMS notifications.

In order to resolve some of these problems a number of potential solutions are discussed here.

5.1 Extending the T value

Extending the T value past 50 (the current maximum) for MBMS only would allow for the RACH accesses to be spread over a longer period.  This information could be signalled in the notification message to avoid interaction with legacy procedures.  However this would simply spread the contention on the existing RACH channels over a longer period and is not considered to be a preferred solution.

Note that this proposal will work with an existing or new RACH channel.
5.2 Notification Stop

It has been proposed to send the assignment message on the (P)AGCH after the required threshold in the BSC has been reached.  This assignment can also be treated as an implicit stop message for any MS which are yet to respond to the notification.  In order to guarantee that all MS receive the assignment message an MS responding to a notification must switch to non-DRX mode during the duration of the counting procedure.  

This has the advantage that any RACH blocking would be limited to the time it took to count to the threshold of users (which with a large number of users and counting of collisions will be a short time) 

Note that this proposal will work with an existing or new RACH channel.

5.3 Selective Response

In this proposal, only a percentage of MS (possibly indicated in the notification message) will respond to the notification message on the RACH.  This has the effect of limiting the number of responses in case there are a large number of MS in the cell.  If insufficient responses are received then a second notification can be sent indicating that a higher percentage of users should respond and so on. 

This limits the blocking on the RACH but will extend the length of time required to complete the counting procedure in the normal case (few users in a cell) 

Note that this proposal will work with an existing or new RACH channel.
5.4 Collision detection on the RACH channel

It may be possible to use correlation techniques similar to those used in UL-TDOA to pull out different RACH access bursts sent in the same timeslots.  This would allow for more accurate counting and would provide some mechanisms for non-MBMS RACH accesses to be sent at the same time that an MBMS counting was ongoing.  

While there are many benefits to this proposal, it will introduce additional requirements onto the BTS and should therefore be considered as a future enhancement to the network.

Note that this proposal will work with an existing or new RACH channel but the value on an new RACH channel is limited.
5.5 Introduction of a new RACH channel

The simplest way to remove the contention from the existing RACH channels is to introduce new MBMS only RACH channels.  This removes the need to detect a specific message and allows the BTS to indicate a successful countable access simply on the receipt of an access burst on the UL RACH channel.  This reduces the time to count to a given threshold since any TS on which an access is performed can be considered a successful count.

For multiple notifications to be performed at once it is either necessary to schedule multiple MRACHs (one for each notification) or assign different codepoints on a single MRACH (this prevents counting of collisions as described in section 6)

6. Counting Collisions

When counting MBMS access on a new RACH channel (e.g. MRACH) in order to get an estimate of the number of MS in a cell it is not necessary to count each MS exactly.  In this case it may be acceptable to count collisions of accesses on the same timeslot by measuring simply received energy on each timeslot as a notification response
. The downside to this approach is that it is not possible to distinguish between different notification responses.  This can be resolved by two mechanisms:

· Notify only a single MBMS service at one time; or

·  Assign a different UL RACH for each service (indicated in the notification message)

Notifying for only a single MBMS service at any given time may be too restrictive for realistic deployment scenarios (e.g. Saturday afternoon goal notification).

As an example for scheduling multiple MRACH, the following example is provided.  Alternative mechanisms for scheduling the MRACH are of course possible and are outside the scope of this document.  

If the MRACH will be scheduled on a normal UL resource (e.g. using a USF included in the notification message) then any MS responding to a notification would be able to listen to the DL blocks for the appropriate USF and then respond on the relevant UL TS corresponding to the RACH access probabilities.  

Effectively this makes the MRACH a normal PDTCH upon which only access bursts are sent.
This would allow for distinction between accesses for different MBMS notifications and  also allow for the counting of energy of an access rather than needing only a single access on any given UL block in order to count.

The results for 1-10 and 10-100 MS accessing a RACH using this counting technique are shown in Figure 7 and Figure 8 and in Annexe C.

[image: image7.emf]1

2

3

4

5

6

7

8

9

10

8

10

12

16

25

50

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

1.00

Probability

# of MS

T

Proportion of Average Successful Accesses (1-10MS, Collisions counted)


Figure 7  Proportion of successful accesses (1-10 MS) when collisions can be counted
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Figure 8 Proportion of successful accesses (1-100 MS) when collisions can be counted

It can be seen from both Figure 8 and the tables in Annexe C that when the number of MS accessing the RACH is much greater than the number of RACH slots available (value of T) then the number of successful accesses tends to a limit of T.  This is to be expected since no more accesses than the number of available RACH slots may be counted.  Since T is not expected to be smaller than the threshold at which ptm MBMS transmission becomes desirable this solution, when used in conjunction with multiple MRACHs for notification response counting, becomes a simple mechanism which does not require any new RACH access algorithms to be introduced. 

7. Conclusions

In the case where a relatively low number of MS (<10) are in a cell, then the problem of RACH blocking can be avoided by scheduling the RACH appropriately, and this will also increase the number of successful accesses in a single RACH cycle as expected.

If the amount of RACH blocking is considered too high, then a separate RACH (MRACH) should be scheduled in order not to block access to the cell for non-MBMS users.

For the case when a large number of MS are accessing the cell, the problems are more significant.  In these cases a separate RACH should be strongly recommended in the specification as the blocking which occurs on the RACH is significant.

Also, for the case where a large number of MS are accessing a RACH, it is unlikely that any notification responses will be received successfully if the BSS is required to decode the RACH access.  

In these cases two options have been proposed:

· the use of another RACH scheduling algorithm may be of benefit (e.g.[1], as would extending the number of RACH blocks available on the new RACH.  

· The BTS can simply measure the presence of one or more accesses on the MRACH as a successful access.  

If the second option for improvements for counting large numbers of subscribed MS is taken, then additional MRACHs will need to be assigned during the counting process in order to distinguish between counting of different MBMS sessions.

Any new RACH access mechanism (e.g. the one presented in [1] or the multiple MRACH proposal in this paper in section 6) should be mandatory for the MS and optional for the network, and it’s use should be indicated in the notification message which triggers the accesses.
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Annexe A:  Results for figure 3 and 5 (Proportion of successful accesses)

	
	
	RACH slots
	
	
	
	
	
	
	
	

	
	
	8
	9
	10
	11
	12
	13
	16
	20
	25
	32
	50

	Mobiles
	1
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00

	
	2
	0.88
	0.89
	0.90
	0.91
	0.92
	0.94
	0.94
	0.95
	0.95
	0.96
	0.98

	
	3
	0.76
	0.80
	0.80
	0.82
	0.85
	0.85
	0.88
	0.90
	0.92
	0.93
	0.95

	
	4
	0.66
	0.69
	0.73
	0.75
	0.77
	0.79
	0.83
	0.86
	0.87
	0.91
	0.94

	
	5
	0.59
	0.63
	0.66
	0.69
	0.70
	0.72
	0.77
	0.81
	0.85
	0.88
	0.93

	
	6
	0.52
	0.55
	0.59
	0.62
	0.64
	0.66
	0.72
	0.77
	0.82
	0.86
	0.89

	
	7
	0.46
	0.49
	0.53
	0.56
	0.59
	0.62
	0.68
	0.73
	0.78
	0.83
	0.88

	
	8
	0.39
	0.43
	0.48
	0.50
	0.54
	0.57
	0.63
	0.70
	0.76
	0.80
	0.86

	
	9
	0.34
	0.40
	0.42
	0.47
	0.49
	0.53
	0.60
	0.66
	0.73
	0.77
	0.84

	
	10
	0.29
	0.35
	0.39
	0.42
	0.45
	0.49
	0.56
	0.64
	0.69
	0.75
	0.83


	
	
	Rach Slots Scheduled

	
	
	8
	9
	10
	11
	12
	13
	16
	20
	25
	32
	50

	Mobiles
	10
	0.30
	0.35
	0.38
	0.42
	0.46
	0.49
	0.56
	0.63
	0.69
	0.76
	0.83

	
	20
	0.08
	0.11
	0.14
	0.17
	0.19
	0.22
	0.30
	0.38
	0.46
	0.54
	0.69

	
	30
	0.02
	0.03
	0.05
	0.06
	0.08
	0.09
	0.16
	0.23
	0.30
	0.40
	0.55

	
	40
	0.01
	0.01
	0.02
	0.02
	0.03
	0.04
	0.08
	0.14
	0.21
	0.29
	0.46

	
	50
	0.00
	0.00
	0.01
	0.01
	0.01
	0.02
	0.04
	0.08
	0.13
	0.21
	0.37

	
	60
	0.00
	0.00
	0.00
	0.00
	0.01
	0.01
	0.02
	0.05
	0.09
	0.16
	0.31

	
	70
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.01
	0.03
	0.06
	0.11
	0.25

	
	80
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.01
	0.02
	0.04
	0.08
	0.20

	
	90
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.01
	0.03
	0.06
	0.16

	
	100
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.01
	0.02
	0.04
	0.14


Highlighted fields are those where the proportion of mobiles successfully accessing the cell ≤ 50% occurs

Annexe B: Results for figure 4 and 6 (Proportion of free slots)

	
	
	Rach Slots Scheduled

	
	
	8
	9
	10
	11
	12
	13
	16
	20
	25
	32
	50

	Mobiles
	1
	0.88
	0.89
	0.90
	0.91
	0.92
	0.92
	0.94
	0.95
	0.96
	0.97
	0.98

	
	2
	0.76
	0.79
	0.81
	0.83
	0.84
	0.85
	0.88
	0.90
	0.92
	0.94
	0.96

	
	3
	0.67
	0.70
	0.73
	0.75
	0.77
	0.79
	0.82
	0.86
	0.88
	0.91
	0.94

	
	4
	0.59
	0.63
	0.66
	0.68
	0.71
	0.73
	0.77
	0.81
	0.85
	0.88
	0.92

	
	5
	0.51
	0.55
	0.59
	0.62
	0.65
	0.67
	0.72
	0.77
	0.81
	0.85
	0.90

	
	6
	0.45
	0.50
	0.53
	0.57
	0.59
	0.62
	0.68
	0.74
	0.78
	0.83
	0.89

	
	7
	0.38
	0.44
	0.48
	0.51
	0.55
	0.57
	0.64
	0.70
	0.75
	0.80
	0.87

	
	8
	0.35
	0.39
	0.43
	0.47
	0.50
	0.53
	0.60
	0.66
	0.72
	0.78
	0.85

	
	9
	0.30
	0.34
	0.39
	0.42
	0.46
	0.49
	0.56
	0.63
	0.69
	0.75
	0.83

	
	10
	0.27
	0.31
	0.35
	0.39
	0.42
	0.45
	0.52
	0.60
	0.67
	0.73
	0.82


	
	
	Rach Slots Scheduled

	
	
	8
	9
	10
	11
	12
	13
	16
	20
	25
	32
	50

	Mobiles
	10
	0.26
	0.31
	0.35
	0.38
	0.42
	0.45
	0.52
	0.60
	0.67
	0.73
	0.82

	
	20
	0.07
	0.09
	0.12
	0.15
	0.18
	0.20
	0.27
	0.36
	0.44
	0.53
	0.67

	
	30
	0.02
	0.03
	0.04
	0.06
	0.07
	0.09
	0.14
	0.22
	0.30
	0.39
	0.55

	
	40
	0.01
	0.01
	0.01
	0.02
	0.03
	0.04
	0.08
	0.13
	0.20
	0.28
	0.45

	
	50
	0.00
	0.00
	0.00
	0.01
	0.01
	0.02
	0.04
	0.08
	0.13
	0.21
	0.36

	
	60
	0.00
	0.00
	0.00
	0.00
	0.01
	0.01
	0.02
	0.05
	0.09
	0.15
	0.30

	
	70
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.01
	0.03
	0.06
	0.11
	0.24

	
	80
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.01
	0.02
	0.04
	0.08
	0.20

	
	90
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.01
	0.03
	0.06
	0.16

	
	100
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.02
	0.04
	0.13


Highlighted fields are those where the proportion of blocked RACH slots in a given RACH sequence ≤ 30%

Annexe C: Results for figures 7 and 8.

	
	
	RACH slots

	
	
	8
	9
	10
	11
	12
	13
	16
	20
	25
	32
	50

	Mobiles


	1
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00

	
	2
	0.94
	0.95
	0.95
	0.96
	0.96
	0.97
	0.97
	0.97
	0.98
	0.98
	0.99

	
	3
	0.88
	0.90
	0.90
	0.91
	0.92
	0.92
	0.94
	0.95
	0.96
	0.97
	0.98

	
	4
	0.82
	0.84
	0.86
	0.87
	0.88
	0.89
	0.91
	0.93
	0.94
	0.96
	0.97

	
	5
	0.78
	0.80
	0.82
	0.84
	0.85
	0.85
	0.88
	0.90
	0.93
	0.94
	0.96

	
	6
	0.74
	0.76
	0.78
	0.80
	0.81
	0.82
	0.85
	0.88
	0.91
	0.93
	0.95

	
	7
	0.70
	0.72
	0.74
	0.76
	0.78
	0.79
	0.83
	0.86
	0.89
	0.91
	0.94

	
	8
	0.65
	0.68
	0.71
	0.73
	0.75
	0.77
	0.80
	0.84
	0.87
	0.90
	0.93

	
	9
	0.62
	0.66
	0.68
	0.71
	0.72
	0.74
	0.79
	0.82
	0.86
	0.88
	0.92

	
	10
	0.59
	0.62
	0.65
	0.67
	0.70
	0.72
	0.77
	0.81
	0.84
	0.87
	0.91


	
	
	RACH slots

	
	
	8
	9
	10
	11
	12
	13
	16
	20
	25
	32
	50

	Mobiles
	10
	0.59
	0.62
	0.65
	0.68
	0.69
	0.72
	0.76
	0.80
	0.84
	0.87
	0.91

	
	20
	0.37
	0.41
	0.44
	0.47
	0.50
	0.52
	0.58
	0.64
	0.70
	0.75
	0.83

	
	30
	0.26
	0.29
	0.32
	0.34
	0.37
	0.39
	0.46
	0.52
	0.59
	0.66
	0.76

	
	40
	0.20
	0.22
	0.25
	0.27
	0.29
	0.31
	0.37
	0.44
	0.50
	0.58
	0.69

	
	50
	0.16
	0.18
	0.20
	0.22
	0.24
	0.26
	0.31
	0.37
	0.44
	0.51
	0.64

	
	60
	0.13
	0.15
	0.17
	0.18
	0.20
	0.22
	0.26
	0.32
	0.38
	0.45
	0.58

	
	70
	0.11
	0.13
	0.14
	0.16
	0.17
	0.18
	0.23
	0.28
	0.34
	0.41
	0.54

	
	80
	0.10
	0.11
	0.12
	0.14
	0.15
	0.16
	0.20
	0.25
	0.30
	0.37
	0.50

	
	90
	0.09
	0.10
	0.11
	0.12
	0.13
	0.14
	0.18
	0.22
	0.27
	0.33
	0.47

	
	100
	0.08
	0.09
	0.10
	0.11
	0.12
	0.13
	0.16
	0.20
	0.25
	0.31
	0.43


Annexe D:  RACH access procedures from 44.018

The RACH access procedures used in these simulations are described in 44.018 §3.3.1.1.2 and state:

“It (the MS)  then sends maximally M + 1 CHANNEL REQUEST or EGPRS PACKET CHANNEL REQUEST messages on the RACH in a way such that:

· the number of slots belonging to the mobile station's RACH between initiation of the immediate assignment procedure and the first CHANNEL REQUEST or EGPRS PACKET CHANNEL REQUEST message (excluding the slot containing the message itself) is a random value drawn randomly for each new initial assignment initiation with uniform probability distribution in the set {0, 1, ..., max (T,8) ‑ 1};”

The value of T is the value of Tx broadcast on the BCCH and is the same for all MS in a cell.







� The number of RACH slots scheduled in each RACH interval is based upon parameters broadcast on the BCCH and can be any of the values [8 9 10 11 12 13 16 20 25 32 50]


� This is the same principle as used in the ptm nacks proposal.
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