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A GPRS traffic model for SAIC performance evaluation

1. Introduction

In order to finalize the evaluation of the SAIC link and system level performance, a model for GPRS traffic pattern needs to be defined. The characteristics of packet data are clearly different from the circuit switched services. As in [1], we focus here on web-browsing models. They are quite descriptive also for WAP services. Actually, there exist GPRS services that do not differ much from circuit switched traffic patterns: for example large file transfer and streaming create long-lasting sessions (and TBFs). From interference point of view these sessions are rather similar to speech, except that DTX is not applied and downlink power control is different from speech (or even non-existent).

Web traffic has two important properties that our model also needs to catch. First of these is the traffic burstiness, both on the packet level and on the “packet call
” level. Many research papers indicate that Web-traffic is self-similar by nature, which means that we need a hierarchical model, as proposed in [2]. Secondly, it has been shown that the distribution of web object size is very wide and heavy-tailed, which means that there are very large objects available on the Internet. This means that the variance of downloaded Web objects is large.

The web-browsing source traffic model in the UMTS document [2] and its modified version [3] is able to model both of these issues.

As proposed in [1], we can neglect the close-loop TCP/IP model. Those kinds of models are difficult to implement, there are different TCP implementations available (some of which are optimized for wireless networks), GPRS core network can use TCP/IP optimizations and the TCP/IP and HTTP parameters can vary a lot. 

One important issue is that the traffic model parameters are such that the packet call length distribution match with the used traffic bearers (GPRS and EGPRS coding schemes and multislot classes).

In principle the model should be applied for both GPRS and EGPRS MS. The web object size distribution on the Internet is same for both and it would be good that we shouldn’t have to revisit our model when we start to study EGPRS (8-PSK). However, we can think that a user with GPRS phone inherently would have a sort of “filter” that would make the user not to download as large web pages as an EGPRS user. So, we can use one model, but with different parameters for GPRS than (later) with EGPRS.

2. Assumed GPRS bearers

If we think the current and near-future GPRS phones available, they support 3 or 4 slots on downlink. We propose to use 3 as a default value. All GPRS phones support all the coding schemes (CS1-4), but vast majority of the networks support only CS-1 and CS-2. If no LA is assumed, we propose to use CS-2 as a default codec (as in [4]).

With EGPRS (later), we propose to use MCS-7 as a default codec when LA is not assumed.

3. Comparison of some of the existing traffic models

3.1 General

All three models have their pros and cons and we have a possibility to create a new model that takes the best out of each.
Table 1
 below shows the packet call sizes with the three different models. Note that in the UMTS model the packet call values have been calculated by multiplying the corresponding packet size metrics by 25, which is the average amount of packets within packet call (= 25). Reference [2] does not define any maximum value for amount of packets in a call, which means that the maximum is basically infinite.

	Packet call size, bytes
	Motorola
	UMTS-call
	HSDPA

	- Min
	350
	2038
	4500

	- Mean
	1400
	12000
	25000

	- Max
	12500
	1666650
	2000000


Table 1. Packet call sizes in different models.

We can see that the Motorola model has by far smallest packet call sizes; especially the maximum is very small. Measurements of web-browsing traffic suggest that typical web page sizes are between 10 and 20 kBytes. 

3.2 Motorola model

The Motorola model [1] is based on the HSDPA model, mainly the parameters are different.

The packet call sizes in this model are very small. Mean value is only 11.2 kbit, which can be transferred within 200 milliseconds with a 3-slot GPRS MS (using CS-4, see Figure 1) and with less than 60 ms with a typical EGPRS 3-slot MS (see Figure 2). 

Assuming our default GPRS mobile (3-slot CS-2), the minimum, mean and maximum packet call lengths with this model would be 80ms, 310ms and 2.8 sec, respectively. These values are much too small to be realistic, although the model is tailored for 1-slot MS. Especially the maximum value should be much higher, in order to reflect the heavy-tailed distribution of Web objects.

Furthermore, in [1] it is commented that “all the bits comprising packet call are assumed available for transmission at the simulated base station at the same instant”.  We think that this is not a good assumption. This kind of modeling effectively loses the packet level burstiness that we need to model. When downloading data from a low-bandwidth site the packets of the web object will not arrive to the GPRS network immediately but over a longer period of time. This happens also because the slow wireless link will adapt the transport layer (TCP etc.) parameters so that the source bit rate will decrease.

To conclude, the model in [1] needs improvements because the mean and variance of packet call lengths are too small and because of the assumption that all the packets will be available at the BTS immediately.
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Figure 1. Download times of one packet call with 1-slot MS, assuming maximum link throughput. Motorola model.
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Figure 2. Download times of one packet call with 3-slot MS, assuming maximum link throughput. Motorola model.

3.3 HSDPA model

The HSDPA model [3] is a modified version of the UMTS model. Packet call sizes are the biggest ones, because the HSDPA bitrates are very high. 

The packet inter-arrival times are modeled properly with geometric distribution.

The model description does not mention at all what is the distribution for number of packet calls in a session.  Since the model is based on the UMTS model, it is probably assumed that the distribution is the same, i.e. geometric.

Basically, this model is good also for SAIC purposes; only the packet call sizes should be scaled down. As can be seen from Figure 3, especially the maximum packet call lengths would be very high with GPRS bearers.
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Figure 3. Download times of one packet call with 3-slot MS, assuming maximum link throughput. HSDPA model.

There is one weakness in this model: the packet sizes are always segmented based on Maximum Transmission Unit (MTU) size, e.g. 1500 bytes. In reality, there exists lot of much smaller packets: TCP acknowledgements and other control messages, fragmented packets, packets that are small due to small payload; often the TCP endpoints have negotiated a much smaller segment size, etc. Internet measurement studies indicate that there is a big proportion of minimum size IP packets (TCP/IP headers, 40-50 bytes), default size packets (576 bytes
) and maximum size packets (around 1500 bytes). Rest of the packet sizes are distributed quite evenly between these values.

3.4 UMTS model

The original UMTS web-browsing model [2] has been widely used in simulations. It is a good hierarchical model that models well the traffic burstiness.

However, there are some issues that are not good in this model. First of all, it somehow mixes up the packet sizes and web object sizes. It is not clear what is the “packet” in the UMTS model. On the other hand it is supposed to be an IP datagram. The mean packet size (480 bytes) match good with a typical IP datagram size. But the minimum size does not (minimum size should be the size of IP header, ~40 bytes) – not to mention the maximum that is as high as 66666 bytes, which exceeds even IP datagram maximum theoretical size. In reality the IP datagrams are segmented due to both upper (like TCP segment) and lower layer (like Ethernet frames) requirements. Typical maximum packet size is 1500 bytes, based on MTU size.

It is difficult to plot the download times figures with the UMTS model. Since it does not specify any maximum number of packets in a call, the packet call length can be basically infinite. 

Figure 4 below show these numbers, assuming 25 packets in a packet call.
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Figure 4. Download times of one packet call with 3-slot MS, assuming maximum link throughput. UMTS model.

4. Proposal for the WWW traffic model

Based on the above analysis, we propose following traffic model to be used in SAIC simulations.

First of all, the UMTS geometric distribution is assumed for number of packet calls in session. But we need to define a cut-off also here, in order to avoid very long-lasting sessions that distort the statistics. A suitable cut-off value is 15, which reduces the original mean value from 5 to about 4.5.

The Pareto parameters are changed so that they better match with the GPRS simulations. Minimum packet call size will be set to 2.25 kBytes and maximum 225 kBytes, which will results into mean packet call size of 10.55 kBytes. These values are quite close to the UMTS call-level parameters. The values are selected so that the default GPRS MS will need at least 0.5 seconds to download a web page/object. Maximum download time will then be 100 times more, i.e. 50 seconds. The download times are shown in Figure 5. We can see that the distribution of packet call sizes seems to be quite suitable and realistic for GPRS (and even for EGPRS) users. There is enough variance (lots of small web documents, but occasionally also big ones), but still the maximum object sizes are within reasonable limits.
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Figure 5. Download times of one packet call with 3-slot MS, assuming maximum link throughput. Proposed model.

As mentioned in Section 3.3, we would like to have a variable segment size model.  Using always the maximum segment size could lead to optimistic results, since it would smooth down the traffic burstiness.  It is important to model the small size packets that cause frequent empty periods in the transmitter buffer (which is important from interference point of view). Before the RLC segmentation, we propose that the incoming packets are segmented according to Figure 6 in Appendix, based on a semi-empirical packet size distribution (see comments in Section 3.3).

Appendix 2 provides some examples of real-life measurement data from IP packet size distributions. Figure 7 shows the distribution with Web browsing when a standard PC connected to Ethernet was used as a client. Figures 8-9 were produced by using a GPRS phone with Symbian OS and a mobile Web browser. It is seen that with real mobile client and GPRS protocol stack, the proportion of small packets is much higher. However, it must be noted that a different measurement set can produce quite different results. There is no single correct distribution, but some typical trends can be noticed, as discussed earlier.

Based on measurement data and literature study, following distribution is proposed: 40% of the packets are of minimum size (40 bytes), 20% medium-sized (576 bytes) and 20%
 of maximum size (1500 bytes). Rest (20%) is distributed uniformly between minimum and maximum values.

When using the model for producing the interference patterns for SAIC, it can be anticipated that the results are not very sensitive to the small differencies in the percentages – an earlier version of this documents suggested slightly different numbers.

The parameters of the proposed model are summarized in Table 2.

	General parameters

	Parameter/algorithm
	Value
	Comment

	Downlink power control
	OFF
	

	Link adaptation
	OFF
	

	Coding scheme
	CS-2
	(For EGPRS: MCS-7)

	Number of slots in DL (max)
	3
	

	Session arrival 
	Poisson arrivals, ( =  5 calls/hour/terminal
	

	Traffic model parameters

	Variable
	Distribution
	Parameters

	Number of packet calls in a session
	Geometric with cut-off
	Mean = 5, cut-off  = 15

( => true mean ( 4.5)

	Packet call size [bytes]
	Pareto with cut-off
	( = 1.1; k = 2.25 (kBytes)

m = 225 (kBytes)


	Reading time between packet calls
	Geometric
	Mean = 5 seconds

	Number of packets in packet call
	Determined by IP packet size distribution and call size
	Mean = 18.3 

	Packet size
	Semi-empirical, see Figure 6
	Mean = 577.2 bytes

	Packet inter-arrival time
	Geometric
	0.1443 seconds (for input bitrate of 32 kbps)


Table 2. Main traffic model parameters.

5. Conclusion

This document proposes a traffic model for GPRS for use in SAIC performance evaluation. It is a hybrid model based on the existing traffic models and parameters. However, it also includes a simple transport layer (TCP/IP) packet segmentation model. 

The model has been tested with network level simulator and the results indicate that it produces realistic traffic patterns on all levels.

6. References

[1] GP-031291 “Traffic Model for SAIC GPRS Assessment”, source: Motorola. 3GPP TSG GERAN#15, Ft. Lauderdale, Florida, U.S.A. June 23-27, 2003.

[2] ETSI TR 101-112v3.2.0 (1998-04), “Procedures for the choice of radio transmission technologies of the UMTS” (UMTS 30.03v3.2.0).

[3] Ericsson, Motorola, Nokia, TSGR1#15(00) 1094, “Common HSDPA system simulation assumptions”, Berlin, Germany, August 2000.

[4] GP-032468 “Identification of Further Simulations Required in SAIC Feasibility Study”, source: Vodafone, T-Mobile USA, TeliaSonera, AWS.  3GPP TSG GERAN #17, Budapest, Hungary, 17-21 Nov 2003.

Appendix 1 . Packet segmentation flow chart.
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Figure 6. Schematic view of the packet segmentation.

Appendix 2. Examples of measured IP packet size distributions
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Figure 7. IP packet sizes over Ethernet (a typical PC workstation and WWW browser).
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Figure 8. IP packet sizes over GPRS (a Symbian OS phone with a mobile WWW browser).
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Figure 9. IP packet sizes over GPRS (a Symbian OS phone with a mobile WWW browser). Lower tail of the distribution.

When studying the real GPRS over WWW traces (Figures 8 and 9), it was found out that Selective Acknowledgement and Timestamp options were used. These fields increased the minimum TCP header size from 20 bytes to 20+12=32 bytes (the “Options” field was used in TCP header). Hence, the minimum IP packet size was 52 bytes instead of 40 bytes. This shows that no single distribution is “correct” but the packet sizes depend on many issues (e.g. which TCP flags were used).







� In GPRS, we can think that packet call  = TBF


� This peak value is not always present or it can have a slightly different value, e.g. 552 bytes.


� Measurement data shown in Appendix would suggest a bigger proportion of maximum size packets. However, in some earlier studies, this proportion was seen to be as low as 10%. Hence, a more conservative number is used here.
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