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Use of “Transparent Containers” and Addressing Principles in PS Handover 

1 Background

The current Conversational TR (Ref. [2]) describes two Transparent Containers, one in the forward direction and one in the reverse. The use of the containers and the needed contents have not been determined yet. Two recent contributions discuss related issues (Ref. [5] and [6]).

It is desirable that the GERAN PS Handover procedures are aligned with existing UTRAN counterparts to minimize the difference of implementations in MS/UE, CN and UTRAN. The impacts on 2G/3G nodes are minimized by following the principle of the target side deciding on the target side configuration and handling of the MS/UE.  

To recapitulate, the signalling during the preparation phase is described in Ref. [2] as follows:
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Figure 1: Conversational PS Handover - Preparation Phase; Inter SGSN case

The transport path for the transparent containers, as they are currently described, are shown with a blue and a red arrow for the forward and reverse container, respectively.

It can be noted that this is very similar to 23.060 (Ref. [1]), but there it is based on the functional split of the Iu-interface.

This document proposes a method for configuring the target channel configuration and the resulting parts of the containers. The inter-SGSN case is used, since other cases are believed to be solved as subsets of this case.

The execution phase is not discussed in this paper, but is included here for easy reference. The currently defined execution phase, according to Ref. [2] is:
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Figure 2: Conversational PS Handover - Execution Phase;  Inter SGSN case with RAU
2 Addresses in UMTS

Chapter 14.4 in 23.060 describes the identities needed to define the “path” (appendix 1 contains the extract). The following figure shows the structure graphically:
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There is a one-to-one relationship for each NSAPI-RAB-RB.

During a handover the PDP contexts are forwarded to the target SGSN, each with its “old” NSAPI value. 

The target side keeps the NSAPI values per PDP Context but may assign new Radio Bearers (and/or reject some RABs) and use any channel type (dedicated, shared, etc).

3 Addresses in GPRS Gb-mode

Chapter 14.3 in 23.060 describes the identities needed to define the “path”. The following figure, which is a modification of Figure 94 in 23.060, shows an example of the structure graphically:
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Figure 94: Use of NSAPI and TLLI (modified
)

4 Addressing between source and target systems

From the two previous chapters we can note that differences compared to 3G are:

a. Multiple NSAPI per SAPI are possible.  This is subject to the restriction that each NSAPI that shares a common SAPI is allocated the same PFI at PDP Context Activation (i.e. SAPI sharing is only permitted for NSAPIs for which PDP Context aggregation is applied).

b. Multiple SAPI per PFI are possible (i.e. PDP Context aggregation may be used at PDP Context Activation).

These address mapping differences may also exist between source and target Gb-based GERAN, since some vendors may use aggregation and others not.

Two possible alternatives for handling the differences are:

A. “Copy” the address mapping structure used in the source cell from the source system to the target system (to the maximum degree possible).

B. Let the target system decide the new address mapping (except for endpoints = NSAPI values) and send it back in a “Handover Command” transparent container.

It can be noted that the major cause for these address-mapping differences is the possibility of aggregation in Gb. If this is forbidden, when a handover is carried out, alternative A is simplified considerably.

Alternative A requires addition of PFIs to the content of Forward Relocation Request.

Alternative A requires that any multiplexing (i.e. aggregation) is removed before a GERAN(Gb)-to-GERAN/UTRAN(Iu) PS Handover. It also requires that all target GERAN implementations accept all possible combinations, in order to avoid a high degree of rejected handover attempts. This may cause problems regarding network inter-operability, deployment and upgrading.

An advantage is that the MS/UE implementation may be somewhat simpler. The source address mapping must be kept for a possible reversion to the old cell. Similarity between the two structures could simplify the design. It should be noted that some PFC/RABs might be rejected, so the mobile must anyway be able to keep two records. It is just a matter of simplifying the structure.

Alternative B enables different design strategies for source and target sides, both intra- and inter-RAT, which eases multi-vendor interoperability. It is similar to the existing 23.060 design, which should reduce network complexity somewhat

Possible drawbacks are: 

1. The MS/UE must keep two separate configurations until the handover has succeeded 

2. The PS Handover Command will become somewhat longer, since a completely different structure must be conveyed.

Drawback 1 cannot be avoided completely since Handover to UTRAN includes the mechanism of reversion to the old cell at failure.

5 Use of containers in GERAN and UTRAN

Some possible uses for the forward container are:

· “Copy” the source cell channel configuration to the target cell. If an exact copy is mandated, the MS/UE task can be simplified marginally, but at the expense of putting stringent requirements on the SGSN design and deployment.

· To provide information about the channel configuration in the source cell to the target cells allowing for optimization, e.g. “PS HO Command” size optimization similar to UTRAN, however allowing the target to decide by itself. This will only be useful in GERAN, because there are no similarities to benefit from in the inter-RAT case and it is unrealistic that RNC will understand details of GPRS channels.

· The current configuration can indicate the momentary data activity per PDP context and thus the “priority” per PDP. This can, however, also be indicated via a “PDP Priority” indicator, similar to what is described in 29.060. The “PDP Priority” alternative does not require GERAN or UTRAN to understand details of the other RAT. 

· In UTRAN there are three different alternatives for the “Handover Command”. Hence the target UTRAN may choose the “optimal length” command based on the difference between source and target configurations. This use does not apply for inter-RAT PS Handover, since the entire configuration is always changed.

· Transfer of MS Radio Access Capabilities in case of inter-RAT Handover, where the 3G-SGSN does not hold the MS RAC parameters. This is not needed for intra-GERAN Gb-mode handover, since the information is carried as an open information element from the source SGSN

Some possible uses for the reverse container are:

· Transport the “Handover Command”, which shall be sent to the MS/UE. This assumes that the target knows the entire channel definition. Intermediate nodes may supplement this information, but the container content is unchanged.

6 Container contents and assembly

It is felt that Alternative B is most attractive, so this section only discusses Alternative B. The discussion is limited to the basic channel configuration.

6.1 Forward Container

As noted in Chapter5, there is only one use for it in GERAN: to inform about the current channel structure as an “activity” or “urgency” indicator, so that the target system can decide if a physical bearer should be provided immediately. This may e.g. be of use for push to talk applications, where the RAB is rather demanding, but there may currently be an idle period, so no dedicated channel is assigned.

An alternative to this mechanism is the IE “PDP Context Prioritization”, which exists in GTP (Ref. [4]). It may reduce complexity to keep the already defined mechanism. Hence we propose to remove the source channel configuration description from the forward container and add the IE “PDP Context Prioritization” to the message Prepare PS Handover Request.

There may be other uses for the forward container, e.g. to convey the MS Radio Access Capabilities between 2G and 3G RANs. This is carried as an explicit signal in the current Stage 2 description. However, we focus only on the basic channel configuration in this paper.

6.2 Reverse Container

The reverse container from target BSS could (a) include the complete address map or (b) only the mapping PFC to physical channel. In case (a) the forward signal PS Handover Request must include the mapping NSAPI-SAPI-PFI, so that BSS only adds the mapping to physical channel before compiling the container. In case (b) the address map will be built in the reverse signal path. Hence the target SGSN must perform the final assembly of the RRM PS Handover Command. This could be performed by target SGSN either receiving “open” PFI-Phy mapping information from target BSS or by piggy-backing two parts, one for the PFI-Phy part and another one for the NSAPI-SAPI-PFI part. The latter option has the drawback of duplicating the PFI data.

It is felt that alternative (a) is more in line with existing R5 specifications and minimizes the compatibility alignment between MS/UE and network nodes. Hence, we propose that the reverse container shall comprise the complete “Handover Command”, which contains a full mapping NSAPI-SAPI-PFI-TFI-USF (or NSAPI-RAB-RB) and mapping to FLO, when used. 

However, intermediate network nodes need to know parts of the contents, so some parts must be duplicated in non-transparent message IEs, (which will be provided in the reverse path messages):

· The target SGSN should know which PFIs were successfully assigned by the target BSS. The other PFIs and SAPIs should be deleted from the target SGSN (TEID for data duplication can still be provided, if the target SGSN deems it efficient)

· The source SGSN needs only information about which flows to forward/duplicate. This is apparent from the existence of a TEID per PDP context carried in the message Prepare PS Handover Response 

· The source BSS should also know which PFIs were successfully assigned by the target BSS, in order to decide if the Handover should be cancelled or not. This requires that the source SGSN also gets the information in an “open” message and passes it on in an “open” message to the source BSS, unless the source BSS shall “interpret” the contents of the embedded “HO Command”. The latter option causes more compatibility concerns, so the “open message” method is better. It is already included in Ref. [2]. 

Table 1 Proposed target to source BSC container

	Field
	Need
	Multi
	Notes

	Handover message (Definition ffs)
	M
	
	Contains a full mapping NSAPI-SAPI-PFI-TFI-USF-FLO or NSAPI-RAB-RB


7 Conclusions

During PS handover the MS/UE, RAN and CN must support a mapping between identities (or “addresses”), so that each data stream is handled with appropriate QoS and has the correct “end points” at the MS/UE and at the GGSN. In these paper two different solutions to support this functionality has been discussed. Ericsson prefers solution B (above) meaning that the target side decides by itself on the appropriate mapping and notifies the MS in the PS Handover command of the new mapping.

Principle B is shown graphically below. If aggregation on SAPI and PFI-level is avoided the impacts of re-mapping in the MS is minimized.
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If there is agreement for principle B then the “PFC To Set Up List” from the source BSS should be removed from ref. [2]. 

It is proposed that the forward container is left empty for future use and the existing PDP prioritization mechanism is used, if needed.

It is proposed that the target to source container, holding the PS Handover Command, is generated by the Target BSS and that the “PS HO Command” part of the target to source container contains a full map NSAPI-SAPI-PFI-TFI-USF-FLO.

It is proposed that the list of succeeded and failed PFC/RABs are also sent in open signals back to all nodes.
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� This is Figure 94 from 23.060 modified to include also 44.065 figure 2, 23.060 figure 80 and text from 23.060 chapter 12.6.3.5.1 ‘BSS Packet Flow Context Creation Procedure’
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