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Notification Requirements

1. Introduction

Although the requirements for supporting a notification mechanism in GERAN are clear, some requirements are clearly missing that are needed for defining an appropriate solution. It is therefore the purpose of this contribution to list these requirements, and identify some |way forward to help solve the corresponding problems in order to progress on this topic.

2. General requirements

Some general information and requirements regarding notification have been defined in the draft 3GPP TS 43.246, and are reflected in the grey area below.

A cell-wide notification is broadcast in each cell within the MBMS service area to all MBMS users (for broadcast) or a group of MBMS subscribers (for multicast) informing them of the session start.

The MBMS Notification procedure shall be used to indicate the start (and potentially about the ongoing) of MBMS data transmission in the cell.

The MBMS Notification procedure shall be performed within the MBMS service area.
This text defines that the support of MBMS requires that of a notification mechanism.

3. Pending requirements

3.1 Counting

It is a current requirement that a mechanism that allows for counting “MS interested” in a given session in the BSS needs to be defined. Typically, such mechanism requires individual MS responses to the BSS upon notification.

Whether or not counting is used may have impacts on the “notification solution”. As a matter of fact, if both notification and bearer establishment are sent on the same channel, the use of counting requires an update of the information sent on that channel when bearer establishment (p-t-m) is performed i.e. bearer establishment and notification requires two time-distinct messages. On the contrary, if counting is not used, both notification and bearer establishment information can be sent at the same time in the same message. See Figure 1 below.
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Figure 1. Session start to data transfer

· In case of the broadcast solution, an indication sent on the paging message can be used to inform about the update mentioned above. Such indication should identify the session itself in order to prevent the MS reacting to any indicated bearer establishment (i.e. even for the service to which it has not joined). This indication would be needed in case the bearer establishment comes within less than 30 seconds after the notification (which is considered a likely scenario).

Alternatively, the bearer establishment could simply be sent on PAGCH like a normal assignment. The MS would need to enter non-DRX mode after having received the notification of session start for the session to which it has joined. 

· In case of the notification channel solution, a second “notification” message would need to be sent to provide the bearer establishment. The current solution (like the paging solution), though it requires a new DRX cycle (given an MS need to browse through all notifications as it does not know when a given notification will be received), but would not require any modification for provision of the bearer establishment. 

Alternatively, similarly to the broadcast solution, the bearer establishment could simply be sent on PAGCH like a normal assignment. The MS would need to enter non-DRX mode after having received the notification of session start for the session to which it has joined.

· In case of the paging solution, which restricts to sending the notification on the paging channel, while the bearer establishment is sent on a separate MGCCH channel, this discrepancy between the time instant at which the notification is sent, and the one at which the bearer establishment is sent has no impact on the solution itself. However, as has been mentioned earlier, this solution requires a new DRX cycle, an additional channel allocation (MGCCH) and may prevent the acquisition of “normal” page while monitoring the MGCCH channel (in non-DRX mode), given this channel might not be adjacent to PCCCH.

The duration of counting raises the problem of extra battery consumption while the MS in non-DRX mode is awaiting for bearer establishment. It must be specified that the MS shall return to DRX mode in case no bearer establishment for that particular session has been received before a given time. This also means that a maximum time limit needs to be defined on the network side between notification and bearer establishment.

3.2 Time between the session start and the beginning of the data transfer

Knowledge of this information is required not only for defining the notification mechanism, but is also critical for scheduling data over the air interface. 

In between session start and the beginning of the data transfer, the counting procedure could be performed. It is eventually when data is to be transferred, that the appropriate bearer should be established. The gap between session start and beginning of data transfer may eventually lead to postponing the notification. There is in fact no idea notifying too early since not only does it increase the chance (luck?) that a counted and hopeful MS will leave the cell (of course, some other MS may enter the cell in the meantime too), but it also requires the MS while in the cell to wait patiently for the bearer establishment, consuming its battery unnecessarily (as said above, such MS would be in non-DRX mode). This situation may be particularly bad in the case of the paging solution above (with MGCCH).

Therefore, it may not be required to send the notification at session start, but it could be postponed in order to keep the time gap between notification and bearer establishment within acceptable limits (see §3.1).

3.3 Maximum amount of sessions that may be notified simultaneously

Clear limits are reached for notifying several sessions simultaneously, as defined per the size of the message used for notification. 

GERAN is not able to notify simultaneously i.e. in the same message, more than, say n sessions, hence postponing the notification of session start must be possible. See also §3.2.

It is not currently defined whether MS reactions upon notification (e.g. for counting) would be made on a session basis or not since all sessions are subject to transmission over the same p-t-m channel. However for initiating data transfer of a given session in a cell, there should be at least one MS interested in this session in this cell. 

Therefore, MS reaction upon notification must be done on a session basis, in which case means must exist to distinguish in the network the MS responses per session. This may be done either in time or in band.

3.4 Maximum amount of ongoing sessions in a given cell

The amount of sessions that can be transferred in a given cell is ruled by at least the following parameters:

· Duration of each session

· Required bandwidth per session

· Available bandwidth

For capacity reasons, it may therefore not be possible to transfer a particular session in a given cell.

Hence GERAN must have means in any particular cell, not to notify the session start of a given session hence not to transfer this session at all, even though this cell belongs to the service area. In case this happens, is there a need for GERAN to indicate this back to the CN, and if so for what purpose?

Whether or not a bearer establishment must accompany (in the same message or later) a notification is open. However, if for some reason, the GERAN is unable to offer a bearer establishment for a session that it has duly notified, means must exist that allow the MS to disregard a notification if it has not received a corresponding bearer establishment before a given time (see §3.1).

3.5 Support on both PCCCH and CCCH

Is it required to support notification on both PCCCH and CCCH, given the current proposed solutions, and the earliest release in which MBMS will be specified (Rel-6)?

Generally, is it required to support MBMS on both PCCCH and CCCH? It was argued in GERAN#14 that this question was raised somewhat too early hence a decision could not be reached. This question is brought up again and should be reconsidered given a significant amount of work has been done since the initial argumentation was brought on this topic [2], and the complexity of MBMS in GERAN has surfaced more clearly.

Operators’ view on this topic is particularly desired.
3.6 Service continuity

3.6.1 General

It is essential to allow for continuing the acquisition of a given MBMS service after cell change within the MBMS service area. 

Said otherwise there is no point of defining MBMS if a user cannot change cell without completely loosing the service i.e. without having any means for continuing the service acquisition.

3.6.2 Download-like service

In order to fullfill the requirement stated in §3.6.1, some mechanism must be defined to enable a user to fetch the remainder of the data through individual p-t-p connection.

While fetching is not believed to impact GERAN (i.e. to require any new procedures in GERAN), the availability of a fetch mechanism however may suppress the need for notifying on-going sessions for download-like services. In fact, an incompletely received session would trigger the MS to fetch the missing data. A problem here is how to trigger the fetch process, however this problem is transparent to GERAN.
Now, if some users would miss the notification of session start, they would eventually miss the entire session. It is therefore reasonable to ask whether notifying ongoing session would be needed due to this case at least. Missing an entire session (including the notification of session start) is not seen as having any dramatic implication given the users cannot know this session was sent (unless they are seating frustrated next to somebody getting it…), and these users might not be charged for this session (while the users seating next to them would be charged, assuming session-based charging would be available), and given other situations may lead not to transmit a given session in a given cell (see §3.4). 

Unless distinction of the type of service can be made in GERAN (e.g. based on traffic class –this is the only way to distinguish the type of different data flows at RAN level), the GERAN cannot identify a service is of type download-like or streaming if the same traffic class is used by both these services, therefore if notification of ongoing session is needed for streaming (see §3.6.3), it would be available in GERAN regardless of the service.

3.6.3 Streaming service

Since there is no fetch mechanism available for streaming services due to their real-time nature, and since it must be possible to continue the acquisition of a given service after cell change (within the service area), notifying an ongoing streaming session is needed in the GERAN so that MS entering a new cell could identify and go monitor the stream in this cell (i.e. transition from p-t-m old cell to p-t-m new cell). 

If a session is not ongoing in this new cell, the MS could individually request such session from GERAN provided this cell belongs to the service area. However, the following problems arise: How to identify a session is not ongoing in this new cell? One could imagine browsing through all notifications for some time. How to do that without loosing too much of the stream itself? In other words, is this additional mechanism worth the effort?

Without synchronization between two cells (cell A and cell B) assuming e.g. a video streaming service, the two worst things that may happen to the streaming session are:

· stream in cell B is in advance over stream in cell A, hence there will be a jump in the video stream after cell change i.e. the user will loose some part of the stream

· stream in cell B is late compared to stream in cell A, hence there may be a temporary freeze of the video stream after cell change but the user won't loose any part of the stream.

The application need to cope with the gap at cell reselection hence requires sufficient buffering in the MS (roughly the gap at cell reselection should be smaller than the buffer capacity). When streams A and B are in synch, the stream runs smoothly in the MS thanks to this buffering.

4. Conclusions

This contribution has highlighted some pending issues surrounding notification that complement those in [1]. Some additional requirements have been identified that should be captured in the draft GERAN MBMS Stage 2:

· It must be specified that the MS shall return to DRX mode in case no bearer establishment for that particular session has been received before a given time. This also means that a maximum time limit needs to be defined on the network side between notification and bearer establishment

· Postponing the notification of session start must be possible

· MS reaction upon notification must be done on a session basis, in which case means must exist to distinguish in the network the MS responses per session

· GERAN must have means in any particular cell, not to notify the session start of a given session hence not to transfer this session at all, even though this cell belongs to the service area

· Whether or not a bearer establishment must accompany (in the same message or later) a notification is open. However, if for some reason, the GERAN is unable to offer a bearer establishment for a session that it has duly notified, means must exist that allow the MS to disregard a notification if it has not received a corresponding bearer establishment before a given time

· It is essential to allow for continuing the acquisition of a given MBMS service after cell change within the MBMS service area

· Notifying an ongoing streaming session is needed in the GERAN so that MS entering a new cell could identify and go monitor the stream in this cell (i.e. transition from p-t-m old cell to p-t-m new cell)
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