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Testing and Requirements for MEAN_BEP

1. Introduction

In R99 the use of MEAN_BEP was introduced for EGPRS and EMR as an extension to the reporting of the link quality. The main advantage of MEAN_BEP compared to RXQUAL is the fact that the MEAN_BEP is independent upon the used coding scheme. I.e. the same MEAN_BEP value will be reported for e.g. MCS1 and MCS4. Although specified as a part of R99 a test case has not yet been made for MEAN_BEP mainly because it is very difficult/​impossible to define an implementable test case for the accuracy requirements. The testing problem was discussed in [1] during TSG GERAN #14 and it was proposed to change the reference channel used for the current accuracy requirements. This contribution will continue the discussion how to make the MEAN_BEP requirements testable and highlight some problems related to the proposal made in [1]. 

This paper is organised as follows. First the existing BEP accuracy requirements are discussed in section 2 followed by a discussion of the testability of the current requirements in section 2.1. In section 3 some problems associated with the use of a static profile for testing the MEAN_BEP are highlighted and a simple solution is proposed. Section 4 summarizes the proposed solution and in section 5 the definition of a test case for 51.010 is discussed. Finally the conclusions are drawn in section 6. 

2. eXISTING mean_bep ACCURACY REQUIREMENTS

The burst BEP is defined as the expected bit error probability given a particular channel response, receiver implementation and signal to noise ratio
. From the burst BEP the MEAN_BEP is calculated as the average of 4 consecutive burst BEPs. The main advantage of using the BEP instead of the usual pseudo BER is that the BEP is independent upon the used channel coding i.e. two different coding schemes should have the same estimated BEP.  Because the pseudo BER is calculated by re-encoding the decoded bits the estimated pseudo BER will vary with the used channel coding. This makes pseudo BER difficult to use for link adaptation. 

The implementation of the BEP estimator has not been specified but like other vendor specific features some performance requirements are given to ensure the needed quality of the developed estimator [2]. In Table 1 the MEAN_BEP estimation accuracy are presented for GMSK signals
 and as can be seen the requirements are related to the actual BEP. If for example the logarithm to the actual BEP is in the range -2.1 - -2.00 then it is expected that the MS estimate and report MEAN_BEP_15 but all values in the range MEAN_BEP13-MEAN_BEP_17 are considered as correct reported values (70% of the reported values should be in this range).  

	MEAN_BEP 
	Range of
log10(actual BEP)
	Expected MEAN_BEP
 interval
	Probability that the expected MEAN_BEP is reported shall not be lower than:

	MEAN_BEP_0
	  > -0.60
	MEAN_BEP_0/1 
	80 %

	MEAN_BEP_1
	-0.70 -- -0.60
	MEAN_BEP_1/0/2 
	80 %

	MEAN_BEP_2
	-0.80 -- -0.70
	MEAN_BEP_2/1/3 
	70 %

	MEAN_BEP_3
	-0.90 -- -0.80
	MEAN_BEP_3/2/4 
	70 %

	MEAN_BEP_4
	-1.00 -- -0.90
	MEAN_BEP_4/3/5 
	70 %

	MEAN_BEP_5
	-1.10 -- -1.00
	MEAN_BEP_5/4/6 
	70 %

	MEAN_BEP_6
	-1.20 -- -1.10
	MEAN_BEP_6/5/7 
	70 %

	MEAN_BEP_7
	-1.30 -- -1.20
	MEAN_BEP_7/6/8 
	70 %

	MEAN_BEP_8
	-1.40 -- -1.30
	MEAN_BEP_8/7/9 
	70 %

	MEAN_BEP_9
	-1.50 -- -1.40
	MEAN_BEP_9/8/10 
	70 %

	MEAN_BEP_10
	-1.60 -- -1.50
	MEAN_BEP_10/9/11 
	65 %

	MEAN_BEP_11
	-1.70 -- -1.60
	MEAN_BEP_11/10/12 
	65 %

	MEAN_BEP_12
	-1.80 -- -1.70
	MEAN_BEP_12/11/13 
	65 %

	MEAN_BEP_13
	-1.90 -- -1.80
	MEAN_BEP_13/12/14 
	65 %

	MEAN_BEP_14
	-2.00 -- -1.90
	MEAN_BEP_14/13/15 
	65 %

	MEAN_BEP_15
	-2.10 -- -2.00
	MEAN_BEP_15/13/14/16/17 
	70 %

	MEAN_BEP_16
	-2.20 -- -2.10
	MEAN_BEP_16/14/15/17/18 
	70 %

	MEAN_BEP_17
	-2.30 -- -2.20
	MEAN_BEP_17/15/16/18/19 
	70 %

	MEAN_BEP_18
	-2.40 -- -2.30
	MEAN_BEP_18/16/17/19/20 
	70 %

	MEAN_BEP_19
	-2.50 -- -2.40
	MEAN_BEP_19/17/18/20/21 
	70 %

	MEAN_BEP_20
	-2.60 -- -2.50
	MEAN_BEP_20/18/19/21/22 
	70 %

	MEAN_BEP_21
	-2.70 -- -2.60
	MEAN_BEP_21/19/20/22/23 
	70 %

	MEAN_BEP_22
	-2.80 -- -2.70
	MEAN_BEP_22/20/21/23/24 
	70 %

	MEAN_BEP_23
	-2.90 -- -2.80
	MEAN_BEP_23/21/22/24/25 
	70 %

	MEAN_BEP_24
	-3.00 -- -2.90
	MEAN_BEP_24/22/23/25/26 
	70 %

	MEAN_BEP_25
	-3.10 -- -3.00
	MEAN_BEP_25/23/24/26/27 
	65 %

	MEAN_BEP_26
	-3.20 -- -3.10
	MEAN_BEP_26/24/25/27/28 
	65 %

	MEAN_BEP_27
	-3.30 -- -3.20
	MEAN_BEP_27/25/26/28/29 
	65 %

	MEAN_BEP_28
	-3.40 -- -3.30
	MEAN_BEP_28/26/27/29/30 
	65 %

	MEAN_BEP_29
	-3.50 -- -3.40
	MEAN_BEP_29/27/28/30/31 
	80 %

	MEAN_BEP_30
	-3.60 -- -3.50
	MEAN_BEP_30/28/29/31 
	80 %

	MEAN_BEP_31
	< -3.60
	MEAN_BEP_31/29/30 
	80 %


Table 1 MEAN_BEP accuracy requirements for GMSK signals

2.1 Testing of MEAN_BEP estimation accuracy

The requirements to the accuracy of the MEAN_BEP estimation are related to the actual BEP. In simulation environments the actual BEP can ‘easily’ be estimated for the reference TU3nfh channel by using a high number of realisations of the same channel conditions. This requires complete control over the used channel simulator, which, as described in [1], is difficult (impossible) to have in implementable test environments. The question is can the current requirements be changed in a way making them testable in practice. Three different methods have been identified:

· Maintain the TU3nfh reference channel and test on TCH instead of PDTCH using the estimated average BER as the actual BEP. 

· Keep requirements and use BER calculated over a radio block as the actual BEP.

· Change the reference channel from TU3nfh to static channel conditions e.g. static or TU0 profile.

Although the first option is straightforward the main problem is that testing on a TCH in principle enables the use of pseudo BER for the estimation. The reason is that all TCH coding schemes have good protection making the reencoding of the decoded bits possible. Therefore it will in principle be possible to pass the test without a BEP estimator implemented. For EGPRS this could be devastating because the use of pseudo BER could give a high error rate for MCS4 and MCS9 due to decoding errors although the actual BER is rather low. 

The second option has several problems. First of all the actual BER will be varying even for a static channel profile and besides the test equipment has to switch between loop back mode for actual BEP estimation and normal operation mode when sending measurement reports, which in practice is not possible.

The last option simply changes the profile used for the specification of the MEAN_BEP requirements from TU3nfh to a static profile. This can be done by using either the standard static channel or a fading profile e.g. TU with the velocity equal to 0. From test equipment point of view using a fading profile without velocity can be problematic because some fading simulators require a minimum speed for the fading channels (typical 0.5km/h). Although 0.5km/h is very low this will give some variation in the channel conditions and therefore varying actual BEP value. Therefore the only viable solution seems to be using a static channel profile as suggested in [1]. From the studies made in [1] the conclusion was that the preferred solution is to make a test case based on adjacent channel interference
. An alternative solution based on a white noise signal could also be defined. The basic idea is to use a white noise signal as an interferer (random signal) and then do the measurements well above the sensitivity level. The main advantage using such an approach is that this is similar to a sensitivity measurement but at a controllable power level and besides it is easy to ensure independency between the carrier and the interfering signal. Another significant advantage of white noise interference signal is that it would be that a stable bit error rate is easier to achieve for each specific C/N ratio at the receiver input. This is not the case for adjacent channel interference because even a minor change in receiver filter response (caused by temperature change or supply voltage variations) would have a significant change in output bit error rate (relative to the expected reporting accuracy). The main drawback using this white noise approach is the need to introduce a new test signal in 51.010. 

The conclusion is therefore that in order to develop a practical implementable test case for MEAN_BEP the only viable solution seems to be a change of the reference profile to static environments and then use either an adjacent channel interference scenario as proposed by Ericsson in [1] or the setup proposed in this document. 

3. Problems using static channel

As concluded in the last section a change of the reference channel profile from TU3nfh to static seems to be the way forward for developing a test case for MEAN_BEP. Unfortunately the use of a static channel will cause some problems related to the accuracy requirements for the MEAN_BEP estimation. This is caused by the actual number of bit errors in the different intervals defined for the MEAN_BEP levels. This is illustrated in Table 2 where the actual BEP values are converted to number of bit errors in a radio block (i.e. 4 bursts) assuming 142 symbols/burst i.e. both payload and TSC symbols are included in the total number of symbols. Clearly Table 2 illustrates a significant difference in the ranges of the different reported MEAN_BEP values. E.g. for MEAN_BEP_30 the range of the actual BEP can be converted to 0.04 bit errors whereas in MEAN_BEP_5 the range can be converted to 11.68 bit errors. From column 3 of Table 2 it is obvious that the estimation of the MEAN_BEP is a challenging task especially in the lower part of the table where hardly any errors are present. E.g. MEAN_BEP_28 corresponds to approximately 1 bit error in one out of four radio blocks and which still needs to be detectable by the MS. 

When operating on a TCH the estimated BEP values are averaged over all the 24 blocks (e.g. speech frames) and for a SACCH block i.e. the averaging is done over 25 estimated BEP values. For PDTCH such direct averaging is not possible. Instead the estimated BEP values are filtered using the following filter ([2] section 10.2.3.2):
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where:

n 
is the iteration index, incremented per each downlink radio block.


Rn 
denotes the reliability of the filtered quality parameters.


e 
is the forgetting factor.

xn 
denotes the existence of quality parameters for the nth block.

	MEAN_BEP 
	Range of
log10(actual BEP)
	# bit errors in 4 bursts

	MEAN_BEP_0
	  > -0.60
	> 142.67

	MEAN_BEP_1
	-0.70 -- -0.60
	113.33 - 142.67

	MEAN_BEP_2
	-0.80 -- -0.70
	90.02 - 113.33

	MEAN_BEP_3
	-0.90 -- -0.80
	71.51 - 90.02

	MEAN_BEP_4
	-1.00 -- -0.90
	56.80 - 71.51

	MEAN_BEP_5
	-1.10 -- -1.00
	45.12 - 56.80

	MEAN_BEP_6
	-1.20 -- -1.10
	35.84 - 45.12

	MEAN_BEP_7
	-1.30 -- -1.20
	28.47 - 35.84

	MEAN_BEP_8
	-1.40 -- -1.30
	22.61 - 28.47

	MEAN_BEP_9
	-1.50 -- -1.40
	17.96 - 22.61

	MEAN_BEP_10
	-1.60 -- -1.50
	14.27 - 17.96

	MEAN_BEP_11
	-1.70 -- -1.60
	11.33 - 14.27

	MEAN_BEP_12
	-1.80 -- -1.70
	9.00 - 11.33

	MEAN_BEP_13
	-1.90 -- -1.80
	7.15 - 9.00

	MEAN_BEP_14
	-2.00 -- -1.90
	5.68 - 7.15

	MEAN_BEP_15
	-2.10 -- -2.00
	4.51 - 5.68

	MEAN_BEP_16
	-2.20 -- -2.10
	3.58 - 4.51

	MEAN_BEP_17
	-2.30 -- -2.20
	2.85 - 3.58

	MEAN_BEP_18
	-2.40 -- -2.30
	2.26 - 2.85

	MEAN_BEP_19
	-2.50 -- -2.40
	1.80 - 2.26

	MEAN_BEP_20
	-2.60 -- -2.50
	1.43 - 1.80

	MEAN_BEP_21
	-2.70 -- -2.60
	1.13 - 1.43

	MEAN_BEP_22
	-2.80 -- -2.70
	0.90 -1.13

	MEAN_BEP_23
	-2.90 -- -2.80
	0.72 - 0.90

	MEAN_BEP_24
	-3.00 -- -2.90
	0.57 - 0.72

	MEAN_BEP_25
	-3.10 -- -3.00
	0.45 - 0.57

	MEAN_BEP_26
	-3.20 -- -3.10
	0.36 - 0.45

	MEAN_BEP_27
	-3.30 -- -3.20
	0.28 - 0.36

	MEAN_BEP_28
	-3.40 -- -3.30
	0.23 - 0.28

	MEAN_BEP_29
	-3.50 -- -3.40
	0.18 - 0.23

	MEAN_BEP_30
	-3.60 -- -3.50
	0.14 - 0.18

	MEAN_BEP_31
	< -3.60
	<0.14


Table 2 Number of bit errors for the different reporting intervals (GMSK modulation)
To illustrate the problem of estimating the MEAN_BEP lets assume the actual BEP is 0.0004 then in average 1 error will occur in every 4 radio blocks. Assuming the BEP estimation algorithm in the MS can make a perfect estimate of this, then for the blocks with a single bit error the actual BEP is 0.0018 and for the other blocks the BEP=0. Using these BEP values as input to the filter described above results in the output depicted in Figure 1
. The area between the two vertical lines in the plot illustrates the allowed reporting range according to Table 1. Clearly this figure illustrates a serious problem related to the use of a static channel profile where the actual BEP is constant, which makes it impossible to fulfil the 65% accuracy requirement for this MEAN_BEP value. For this example the accuracy of reporting of MEAN_BEP_28 is 25% i.e. well below the accuracy requirement, which clearly illustrates a major problem using a static channel profile. For a fading channel the actual BEP will be varying from block to block and therefore a number of MEAN_BEP values will be triggered when doing the testing. This variation makes it easier to fulfil the specified accuracy requirements, which have been derived assuming the TU3nfh profile. 

[image: image3.png]Bit errors per radio block

0.6

0.5

0.4

03

0.2

0.1

Estimated number of bit errors per radio block

10

20

30

1
40 50 60
Radio block number

70

80

90

100




Figure 1 Estimated number of bit errors.

The question is of course what can be done to ensure that the requirements can be fulfilled when changing the reference channel from TU3nfh to static. The following solutions to the problem have been identified:

1. Change the range of the actual BEP to larger intervals for low BEP values.

2. Increase the expected interval (third column of Table 1).

3. Reduce the accuracy requirements.

4. Change the filtering of the MEAN_BEP values.

The first option would be to extend the intervals for the actual BEP for low BEP values. The main drawback using such an approach is that this could result in implementation changes at the network side to optimise the link adaptation algorithms to these new ranges. Besides changes and perhaps optimisation would be needed in the MS implementation. The main drawback is the legacy R99 mobiles already in the field.  These mobile are using the current ranges – thus this option is not viable in practice. 

Changing the expected reporting interval could also be an option but even though this will improve the accuracy still some values are very hard to report using the current setup. As an example if a single bit errors occurs every third radio block the actual BEP = 5.81(10-4 and the filtered values will have the behaviour demonstrated in Figure 2. Both the current reporting interval and an extended interval are plotted in the figure and clearly an extension of the interval improves the accuracy but still the requirements can be impossible to fulfil. This is demonstrated using a slight change of the error pattern from [100100…] to [110000…] both patterns having the same actual BEP but a comparison between Figure 2 and Figure 3 demonstrates that the second error pattern result in an outcome that cannot even pass the requirements in the extended range. 
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Figure 2 Example of estimated number of bit errors for pattern [1 0 0 1 0 0 ....] forgetting factor 0.5.

A relaxation of the accuracy requirements (column 4 in Table 1) could also be an option but as indicated in some of the plots (e.g. Figure 1) a dramatically reduction could be necessary and most likely this will jeopardize the quality of the BEP as a measure of the actual link quality. 
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Figure 3 Example of estimated number of bit errors for pattern [1 1 0 0 0 0 ....], forgetting factor 0.5.

The three first proposals were related to a change of the accuracy requirements but another option could be to change the actual filtering process. This can be done either by using averaging like for TCH or simply by changing the forgetting factor of the filter. At present the requirements are specified for a forgetting factor or 0.5, which results in a very short averaging period. A change to a lower value would increase this averaging but at the cost of a slower response. This is illustrated in Figure 4 and Figure 5 where the impulse responses for forgetting factor of 0.5 and 0.1 are plotted. Both filters have been used on the two error patterns described above and as can be seen in Figure 2, Figure 3, Figure 6 and Figure 7 the filter having a forgetting factor of 0.1 gives nearly the same output for the two cases whereas the forgetting factor 0.5 give significant difference in behaviour. The main drawback using the lower forgetting factor is the slower response, but because this is only for testing on a static channel this is not considered as an issue. When using the measurements in practice the network controls the forgetting factor and if necessary a larger value can be allocated giving a faster response time. 
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	Figure 4 Impulse response for forgetting factor 0.5.
	Figure 5 Impulse response for forgetting factor 0.1.


The examples demonstrated here have assumed ideal estimation but in practice some inaccuracy will of course disturb the measurements. This could make it difficult to fulfil the requirements for the very low BEP values even with this new filtering. This can be seen in Figure 7 where the lowest estimated values is rather close to the current performance requirements even for this ideal setup. Therefore it is proposed to increase the expected interval as well (option 2) for the lowest BEP values (from MEAN_BEP_25 to MEAN_BEP_31), i.e. the levels where hardly any errors are present. Although this will reduce the reported accuracy an earlier contribution from Ericsson have shown that the inaccuracy in the lowest BEP values will have nearly no impact on the throughput see Figure 3 in [3]. 
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	Figure 6 Example of estimated number of bit errors for pattern [1 0 1 0 1 0 ....], forgetting factor 0.1.
	Figure 7 Example of estimated number of bit errors for pattern [1 1 0 0 0 0 ....], forgetting factor 0.1.


4. Proposed solution

To enable the testing of the MEAN_BEP the proposed solution is to change the channel profile from TU3nfh to a static channel. The measurement can either be done using a new proposed test signal or based on the adjacent channel interference scenario proposed by Ericsson. In any case it will be necessary to change the actual requirements and as explained in the last section it is proposed to change the forgetting factor from 0.5 to 0.1 and at the same time increase the expected intervals for MEAN_BEP_25 to MEAN_BEP_28 as demonstrated in Table 3. If this procedure can be accepted Nokia volunteer to make CRs for 05.08 and 45.008 introducing these changes.

	MEAN_BEP 
	Range of
log10(actual BEP)
	Expected MEAN_BEP
 interval
	Probability that the expected MEAN_BEP is reported shall not be lower than:

	MEAN_BEP_0
	  > -0.60
	MEAN_BEP_0/1 
	80 %

	MEAN_BEP_1
	-0.70 -- -0.60
	MEAN_BEP_1/0/2 
	80 %

	MEAN_BEP_2
	-0.80 -- -0.70
	MEAN_BEP_2/1/3 
	70 %

	MEAN_BEP_3
	-0.90 -- -0.80
	MEAN_BEP_3/2/4 
	70 %

	MEAN_BEP_4
	-1.00 -- -0.90
	MEAN_BEP_4/3/5 
	70 %

	MEAN_BEP_5
	-1.10 -- -1.00
	MEAN_BEP_5/4/6 
	70 %

	MEAN_BEP_6
	-1.20 -- -1.10
	MEAN_BEP_6/5/7 
	70 %

	MEAN_BEP_7
	-1.30 -- -1.20
	MEAN_BEP_7/6/8 
	70 %

	MEAN_BEP_8
	-1.40 -- -1.30
	MEAN_BEP_8/7/9 
	70 %

	MEAN_BEP_9
	-1.50 -- -1.40
	MEAN_BEP_9/8/10 
	70 %

	MEAN_BEP_10
	-1.60 -- -1.50
	MEAN_BEP_10/9/11 
	65 %

	MEAN_BEP_11
	-1.70 -- -1.60
	MEAN_BEP_11/10/12 
	65 %

	MEAN_BEP_12
	-1.80 -- -1.70
	MEAN_BEP_12/11/13 
	65 %

	MEAN_BEP_13
	-1.90 -- -1.80
	MEAN_BEP_13/12/14 
	65 %

	MEAN_BEP_14
	-2.00 -- -1.90
	MEAN_BEP_14/13/15 
	65 %

	MEAN_BEP_15
	-2.10 -- -2.00
	MEAN_BEP_15/13/14/16/17 
	70 %

	MEAN_BEP_16
	-2.20 -- -2.10
	MEAN_BEP_16/14/15/17/18 
	70 %

	MEAN_BEP_17
	-2.30 -- -2.20
	MEAN_BEP_17/15/16/18/19 
	70 %

	MEAN_BEP_18
	-2.40 -- -2.30
	MEAN_BEP_18/16/17/19/20 
	70 %

	MEAN_BEP_19
	-2.50 -- -2.40
	MEAN_BEP_19/17/18/20/21 
	70 %

	MEAN_BEP_20
	-2.60 -- -2.50
	MEAN_BEP_20/18/19/21/22 
	70 %

	MEAN_BEP_21
	-2.70 -- -2.60
	MEAN_BEP_21/19/20/22/23 
	70 %

	MEAN_BEP_22
	-2.80 -- -2.70
	MEAN_BEP_22/20/21/23/24 
	70 %

	MEAN_BEP_23
	-2.90 -- -2.80
	MEAN_BEP_23/21/22/24/25 
	70 %

	MEAN_BEP_24
	-3.00 -- -2.90
	MEAN_BEP_24/22/23/25/26 
	70 %

	MEAN_BEP_25
	-3.10 -- -3.00
	MEAN_BEP_25/22/23/24/26/27/28 
	65 %

	MEAN_BEP_26
	-3.20 -- -3.10
	MEAN_BEP_26/23/24/25/27/28/29 
	65 %

	MEAN_BEP_27
	-3.30 -- -3.20
	MEAN_BEP_27/24/25/26/28/29/30 
	65 %

	MEAN_BEP_28
	-3.40 -- -3.30
	MEAN_BEP_28/25/26/27/29/30/31 
	65 %

	MEAN_BEP_29
	-3.50 -- -3.40
	MEAN_BEP_29/26/27/28/30/31 
	80 %

	MEAN_BEP_30
	-3.60 -- -3.50
	MEAN_BEP_30/27/28/29/31 
	80 %

	MEAN_BEP_31
	< -3.60
	MEAN_BEP_31/28/29/30 
	80 %


Table 3 Proposed MEAN_BEP accuracy requirements for GMSK signals.

Although the handling so far has been concentrated on GMSK the same is valid for 8PSK and therefore it is suggested to adopt the same ideas for 8PSK and the new proposed requirement table can be seen in Table 4.

	MEAN_BEP 
	Range of
log10(actual BEP)
	Expected MEAN_BEP
 interval
	Probability that the expected MEAN_BEP is reported shall not be lower than:

	MEAN_BEP_0
	> -0.60
	MEAN_BEP_0/1/2
	80 %

	MEAN_BEP_1
	-0.64 -- -0.60
	MEAN_BEP_1/0/2/3
	80 %

	MEAN_BEP_2
	-0.68 -- -0.64
	MEAN_BEP_2/0/1/3/4
	80 %

	MEAN_BEP_3
	-0.72 -- -0.68
	MEAN_BEP_3/1/2/4/5
	80 %

	MEAN_BEP_4
	-0.76 -- -0.72
	MEAN_BEP_4/2/3/5/6
	80 %

	MEAN_BEP_5
	-0.80 -- -0.76
	MEAN_BEP_5/3/4/6/7
	80 %

	MEAN_BEP_6
	-0.84 -- -0.80
	MEAN_BEP_6/4/5/7/8
	80 %

	MEAN_BEP_7
	-0.88 -- -0.84
	MEAN_BEP_7/5/6/8/9
	80 %

	MEAN_BEP_8
	-0.92 -- -0.88
	MEAN_BEP_8/6/7/9/10
	70 %

	MEAN_BEP_9
	-0.96 -- -0.92
	MEAN_BEP_9/7/8/10/11
	70 %

	MEAN_BEP_10
	-1.00 -- -0.96
	MEAN_BEP_10/8/9/11/12
	70 %

	MEAN_BEP_11
	-1.04 -- -1.00
	MEAN_BEP_11/9/10/12/13
	70 %

	MEAN_BEP_12
	-1.08 -- -1.04
	MEAN_BEP_12/10/11/13/14
	70 %

	MEAN_BEP_13
	-1.12 -- -1.08
	MEAN_BEP_13/11/12/14/15
	70 %

	MEAN_BEP_14
	-1.16 -- -1.12
	MEAN_BEP_14/12/13/15/16
	80 %

	MEAN_BEP_15
	-1.20 -- -1.16
	MEAN_BEP_15/13/14/16
	80 %

	MEAN_BEP_16
	-1.36 -- -1.20
	MEAN_BEP_16/14/15/17
	80 %

	MEAN_BEP_17
	-1.52 -- -1.36
	MEAN_BEP_17/16/18
	90 %

	MEAN_BEP_18
	-1.68 -- -1.52
	MEAN_BEP_18/17/19
	90 %

	MEAN_BEP_19
	-1.84 -- -1.68
	MEAN_BEP_19/18/20
	90 %

	MEAN_BEP_20
	-2.00 -- -1.84
	MEAN_BEP_20/19/21
	90 %

	MEAN_BEP_21
	-2.16 -- -2.00
	MEAN_BEP_21/20/22
	80 %

	MEAN_BEP_22
	-2.32 -- -2.16
	MEAN_BEP_22/21/23
	80 %

	MEAN_BEP_23
	-2.48 -- -2.32
	MEAN_BEP_23/22/24
	80 %

	MEAN_BEP_24
	-2.64 -- -2.48
	MEAN_BEP_24/23/25
	80 %

	MEAN_BEP_25
	-2.80 -- -2.64
	MEAN_BEP_25/23/24/26/27
	80 %

	MEAN_BEP_26
	-2.96 -- -2.80
	MEAN_BEP_26/24/25/27/28
	80 %

	MEAN_BEP_27
	-3.12 -- -2.96
	MEAN_BEP_27/25/26/28/29
	70 %

	MEAN_BEP_28
	-3.28 -- -3.12
	MEAN_BEP_28/26/27/29/30
	70 %

	MEAN_BEP_29
	-3.44 -- -3.28
	MEAN_BEP_29/27/28/30/31
	70 %

	MEAN_BEP_30
	-3.60 -- -3.44
	MEAN_BEP_30/28/29/31
	80 %

	MEAN_BEP_31
	< -3.60
	MEAN_BEP_31/29/30
	80 %


Table 4 Proposed MEAN_BEP accuracy requirements for 8PSK signals.

5. Testing  

Assuming the channel profile is changed to a static profile it is possible to develop a test case for 51.010 testing the functionality of the MEAN_BEP estimation. A procedure for this was described in [1] and it is expected that this could be used as basis for defining the actual test case. A complete test of all 32 levels is though seen as impossible instead it should be considered to pick out a subset of the values and use these for the TA testing. 

Assuming the proposal in this document is accepted Nokia volunteer to draft a test for 51.010 to be presented at TSG GERAN #16.

6. Conclusions

In this contribution testing of the MEAN_BEP estimation accuracy has been discussed. To make the MEAN_BEP requirements testable it seems necessary to change the reference channel from TU3nfh to a static profile. Although needed this contri​bution has demonstrated that when a static channel is used it can be problematic for the MS to fulfil the current specified accuracy requirements. A simple way to reduce this problem is to change the forgetting factor in the filtering process. Besides a minor extension of the reported expected MEAN_BEP interval is suggested for the very low BEP ranges. 
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� The BEP is the average of the actual BER calculated using a number of different realisations of the noise and the transmitted data. 


� The BEP estimation accuracy requirements are specified for TU3nfh.


� If the test is defined for sensitivity then very low input signal levels (below normal reference sensitivity level) will be needed. The use of cochannel interference is problematic because the actual performance will depend upon the phasing between the carrier and the interferer due to the use of the ‘same’ channel profile for the two signals. 


� It has been assumed that every radio block is intended for the MS and all TFIs have been correctly decoded. Besides the transition period of the reliability has not been included in the generation of the plot. 
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