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Introduction

TSG GERAN #11 approved a Work Item for the Building Block the support of the Multimedia Broadcast Multicast Service (MBMS) in GERAN (see [1]). It has also been decided to perform a joint study of the requirements that MBMS places both on the UTRAN and the GERAN. This work is currently being led by RAN2, with some review from TSG GERAN. At TSG GERAN #12, it was suggested that, although there are synergies in the requirements for the GERAN and the UTRAN, there will be fewer on the solutions to meet those requirements and that we should have a GERAN specific stage 2. This document highlights and discusses the areas that require thought and development in the standardisation of MBMS for GERAN and that may need to be covered in the stage 2.

1 Overview of MBMS

MBMS is a unidirectional point-to-multipoint service in which data is transmitted from a single source entity to a group of users in a specific area. MBMS may comprise a selection of unidirectional point-to-point and point-to-multipoint transmissions of multimedia data (e.g. text, audio, picture, video) from a single source entity to a multiplicity of users in a service area. ‘Service area’ for a given MBMS service is hereafter to be understood as the geographical area (i.e. set of cells) where the service is made available. The aim of MBMS is therefore to allow the provision of multiple instances of a point-to-point service with a single transmission over the radio interface as radio multicast.

The MBMS has two modes: Broadcast mode and Multicast mode. The main difference between the two modes is that in Broadcast mode all MBMS users in the service area are targeted, whereas in Multicast mode it is possible to address only a subset of the MBMS users in the area. Typically, the multicast mode requires the user to subscribe to a multicast group, before receiving the service. The charging models for both services are expected to differ also: the bill for the Multicast service is sent to the user, whereas the charge for the Broadcast service is expected to sit with a 3rd party that requested the transmission (e.g. advertisement). It is therefore reasonable to assume that Multicast mode uses a certain protection of the data, such that users can only decode the data successfully when belonging to the relevant multicast group.

Due to the unidirectional characteristics of MBMS, the only two foreseen traffic classes to use MBMS as a bearer are streaming and background.

2 General aspects transparent to the GERAN

This section describes a number of general MBMS procedures that are being defined for MBMS. It is assumed in this paper that these procedures are typically performed on point-to-point connections, using existing GERAN features. They are therefore included here for completeness and information, but assumed to be out of the scope of the GERAN Building Block and more in the realms of SA2. It may need to be investigated further whether they place any additional requirements to the GERAN.

2.1 Registration

The users are required to register to express interest in an MBMS service. If this service has multiple instances then a ‘multicast subscription group’ would be set up in the network. The ‘multicast subscription group’ allows the network to inform only the users interested in the service of a forthcoming service. 

The Registration procedure may probably involve multiple access media: SMS, WAP or a URL on a website.At this point in the MBMS session lifecycle, location of the MS is not important. 

The MBMS subscription may be continuous, time-limited or generated by the subscriber on a one-time basis. 
2.2 ‘Join’ procedure

After the MS has registered to the MBMS service, the MS shall perform a MBMS Service Announcement procedure. This procedure prompts the MS to activate the MBMS service at the correct time. The MBMS Service Activation procedure establishes the signalling and multicast data path in the core network and allocates information required for the data transfer to the MS. Once the all the data transmissions have been concluded, the resources allocated to this service may be released.

The following two sections elaborate further on these required procedures.

2.2.1 MBMS Multicast Service Announcement

The purpose of the MBMS Multicast Service Announcement procedure is to inform the MS of when to attempt to complete the MBMS Multicast Service Activation procedure. The announcement could be in the form of an SMS or a cell broadcast message to prompt the MS to complete the MBMS Multicast Service Activation procedure.

The multicast service is identified in the announcement by a multicast IP address and an APN. 

2.2.2 MBMS Multicast Service Activation

The aim of the MBMS Multicast Service Activation procedure is to move all MBMS registered users into a MBMS user group to allow the reception of the MBMS data. This procedure is depicted in Figure 1 derived from MBMS Multicast Service Activation document [2] agreed by SA2.


[image: image1.wmf]1. PDP CONTEXT ACTIVATION

2. [IGMP or MLD] JOIN

MS

BSS

SGSN

GGSN

BM-SC

10. CREATE MBMS

CONTEXT RESP

6. ACTIVATE MBMS CONTEXT REQ

11. ACTIVATE MBMS CONTEXT ACCEPT

8. CREATE MBMS

CONTEXT REQ

4. MBMS NOTIFICATION

REQ

3. BMSC Signalling

5. REQUEST MBMS CONTEXT ACTIVATION

9. BMSC Signalling

7. Security Functions


Figure 1: MBMS Service Activation procedure.
1. The MS activates a standard PDP context, e.g. after the MS has been triggered by the information contained in the MBMS Multicast Service Announcement procedure.

2. The MS then sends an IGMP (IPv4) or MLD (IPv6) JOIN message over the PDP context to signal its interest in receiving the multicast service. The multicast service is identified by an IP multicast address received during the MBMS Multicast Service Announcement procedure.

NOTE:
It is not clear to the authors what happens if the announcement is missed or whether the Announcement and Activation procedures are one.

3. BMSC signalling used for user authorisation. (This has been left FFS by SA2)

4. The SGSN is passed an MBMS NOTIFICATION REQUEST message including an APN for the MBMS service.

5. On reception of the MBMS NOTIFICATION REQUEST message, the SGSN sends a REQUEST MBMS CONTEXT ACTIVATION message to the MS, including the APN, in response of the JOIN message.

NOTE:
The signalling in numbers 4 and 5 is to allow for a split terminal, e.g. a MT attached to a laptop, where the MT would have to be requested to initiate a MBMS session by the network due to an application layer split from radio layer.

6. After prompting, the MS initiates the activation of the MBMS Context with the ACTIVATE MBMS CONTEXT REQUEST message including the APN and IP multicast address.

7. At this point there is the possibility of completing security functions.

8. It is a possibility that the SGSN performs a subscription check for the requested MBMS multicast service identified by the IP multicast address and APN (It may be the case that another network entity performs this check). The SGSN then creates an UE specific MBMS PDP context and sends a CREATE MBMS CONTEXT REQUEST to the GGSN.
9. If this is the first service registration in this GGSN for this MBMS service, then signalling of this GGSN interest to receive the MBMS service flow is required to be sent to the BMSC. The return signalling from the BMSC to the GGSN includes the TMGI allocated to this service by the BMSC. Further signalling maybe required between the GGSN and BMSC for user service access authorisation, if MBMS subscription information is not held in either the SGSN or GGSN.

10. The GGSN creates an MBMS PDP context for the MS and sends CREATE MBMS CONTEXT RESPONSE message to the SGSN.
11. The SGSN sends an ACTIVATE MBMS CONTEXT ACCEPT message to the MS.

The TMGI is assumed to be allocated to the MS in the confirmation of the correct establishment of the MBMS PDP context.
The network requires the ability to contact the MBMS user group as a collective, hence allocates to each user the same group identity (Temporary Mobile Group Identity or TMGI). After the MS as successfully joined the MBMS service, the MS returns to idle mode and awaits a notification of an MBMS transmission.

2.3 Roaming

This has not been discussed in SA2. GERAN specific considerations are included in section 4.

2.4 Security

There are a number of issues in the security area for MBMS to be addressed.

1) Which layer is the ciphering completed?
The answer to this question may not bear relevance in GERAN A/Gb mode since ciphering would be performed at LLC level or at application level. In both cases, it should be transparent to the GERAN.

2) How is the ciphering keys distribution performed? Does it require the establishment of a dedicated resource?

3) Is there a requirement to change the ciphering key during an MBMS session?

It is assumed in this paper that the ciphering and key distribution will be completed in the application layer and will be transparent to the RAN. Further, it is assumed that there will not be the requirement to change the ciphering key during an MBMS session and hence there would be no issues with establishing dedicated resources for key transfer.

2.5 Charging

Charging models have not been specified. The following possible charging methods are given as examples in the Stage 1 [3]:

a) Per-clip: the user is charged for each of the MBMS sessions (correctly!) received.
b) Per-subscription: the user pays a subscription fee (e.g. at registration) and can receive all MBMS contents during the life of the subscription.
c) Duration: the user is charged on the duration of the MBMS sessions received.
d) Volume: the user is charged on the amount of data of the MBMS sessions received.
It is important that the impact of these charging models on the GERAN is analysed and the solutions for their feasibility assessed.

3 GERAN-related aspects

3.1 Broadcast and multicast

As explained in section 2, there are some differences between the Broadcast and Multicast modes, namely those related to charging.

Looking into the areas that affect the GERAN one of the main questions to answer is whether or not the channels and procedures to be used are the same. For instance, a channel like a PDTCH and procedures as those for the establishment of downlink TBFs may be used for the Multicast mode. For the Broadcast mode, these channels and procedures could also be reused; alternatively, CBCH-like channels can also be considered. 

There is a linked requirement that needs to be clarified: whether or not MBMS Broadcast services need to be provided in cells with no users (or with a number of users below a certain threshold, see section 4.2). Although this may simplify the provision of MBMS in Broadcast mode, it is in contradiction with the requirement of radio resource efficiency.

3.2 Configuration as point-to-point or point-to-multipoint

MBMS must be designed to help avoid the radio resource congestion caused by the simultaneous occurrence of the same point-to-point service towards multiple subscribers. This is achieved by using a point-to-multipoint radio connection as a bearer for those point-to-point services. MBMS could be realised using numerous point-to-point connections, but as numbers for a service increase, so does the inefficiency of the service. Providing the multicast MBMS service using multiple point-to-point bearers to transfer a data stream to MS is not scalable and hence the requirement of using point-to-multipoint resource, which is shared between all registered MS in the cell.

The reverse question is also valid: how inefficient is it to provide an MBMS service to one MS using a point-to-multipoint bearer? The characteristics of the point-to-multipoint channel are yet to be defined, but it has already been agreed that the unidirectional nature of the information and the use of point-to-multipoint channels in the downlink make it unfeasible to have any kind of uplink activity. This result in the unidirectional nature of MBMS, which may prevent the use of certain features that require such feedback channel, for instance:

· Power control: the lack of feedback on the uplink means that the network has no knowledge of the distribution of the users in the cell. Hence, the network must transmit at a power that ensures reception at the cell edge. In a point to point connection, uplink measurements of the downlink reception can be used for downlink power control. The lack of downlink power control means that this cell is creating more interference than necessary, reducing the capacity of the system.

· Lower layer acknowledgements: TSG GERAN ruled out long ago the feasibility of sending acknowledgements in the uplink, since different mobiles will receive different radio blocks correctly and the organisation of retransmissions is not trivial. This leads to the following points

· It needs to be assessed whether the existing QoS requirements for streaming and background can be met when MBMS is used as a bearer. If not, this would impose restrictions on what services and applications can use MBMS.

· Mechanism need to be put in place to reduce the SDU error ratio, for instance ensuring high C/I throughout the cell, using very long interleaving, using stronger protection of the data (e.g. strong FEC, multiple transmission of each block). These mechanisms will decrease further the efficiency of the point-to-multipoint channels.

Both of these points may require joint work with SA4.

WG1 is kindly invited to investigate whether there any other differences in efficiency between point-to-point and point-to-multipoint channels. For these two reasons, it is likely that the provision of MBMS with point-to-multipoint connections is more efficient than with point-to-point ones when the number of users in a cell is below a given threshold.

If this is the case, and following existing requirements on the efficient use of the radio resource, a user counting mechanism needs to be defined. This mechanism would be used to assist the network in gathering approximate information on the number of MBMS users in the cell which are registered to the incumbent service. This information needs not be exact, but only accurate enough to know whether the number of users is above or below a given threshold. This threshold should typically be configured by the operator.

3.3 Radio channel

One of the areas that require some consideration is the type of radio channel to be used on the radio interface for the point-to-multipoint configuration. Some of the requirements on this channel are:

· The definition of this channel (or channel combinations) should be synergetic to those already defined.

· It shall allow the multiplexing of control and user plane information. Signalling is likely to be needed, e.g. channel release, channel reconfiguration.

· It shall allow the flexible configuration of its capacity, in order to adapt to the different data rates foreseen for MBMS. These are captured in the stage 1 [3].

· It shall allow downlink-biased configurations, as the MBMS flow will take place in the downlink direction. Considerations on the uplink need to be made regarding whether uplink activity is foreseen (see section 5 on Open issues and questions).

The clarification of these and other requirements on the radio channel for MBMS should lead the discussion as to whether:

· A new, MBMS specific channel is defined, or

· An existing channel (or channel combination) is used. For instance, it should be investigated if the PDTCH+PACCH combination can be reused.

3.4 Data transmission

3.4.1 Start of the data transmission

3.4.1.1 Establishment of resources

This section describes the principles of the procedures used for the establishment of the radio resources for MBMS. In some cases, examples of message flows are included. The focus in this paper is on A/Gb mode.

It is assumed hereafter the pre-requisite of correlation of paging can be completed in the BSS, as the MS has to be reachable in all cases. This paging co-ordination was defined in Release 99. It was initially used for DTM, but then split from DTM so that it could be used in other cases (e.g. NMO II).

The BSS is notified of the imminent MBMS data transfer by the SGSN with the MBMS NOTIFICATION REQUEST message. This message contains the TMGI for this service as well as a list of IMSIs for all the MS that completed the Join procedure inside the coverage area of the SGSN. Upon reception of the MBMS NOTIFICATION REQUEST message, the BSS does the following:

1) It pages with the TMGI on a common channel to all MS in idle mode.

2) It correlates the list of IMSIs received on the MBMS NOTIFICATION REQUEST message against the IMSIs stored in the MS contexts in the BSS. By this, the BSS identifies the MS in 

a) Dedicated mode, in which case a paging message containing the TMGI is then transmitted to the MS on the main DCCH;

b) Packet transfer mode, in which case a paging message containing the TMGI is then transmitted to the MS on the PACCH.

Dual transfer mode, in which case a paging message containing the TMGI is then transmitted to the MS on the PACCH.

An MS, upon receiving the paging message, will be given the option to receive the MBMS session. If the user rejects the session, the MS discards the page. If the user decides on receiving the MBMS session then the MS responds to the paging message. Once the BSS has completed all the paging procedures as described above and made an estimated count of the number of users, the BSS can decide on the transport medium, selecting between point-to-point and point-to-multipoint. The BSS then returns an MBMS NOTIFICATION RESPONSE message to the SGSN, indicating that the SGSN can commence with the MBMS data flow.

3.4.1.1.1 Establishment in idle mode

Figure 2 illustrates the mechanism for establishment of MBMS resources used for an MS in idle mode.
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Figure 2: Establishment of resources for an MS in idle mode.
1. The MBMS NOTIFICATION REQUEST message is a proposed new message, required to trigger the BSS to page a MBMS group in a given MBMS service area. The new message would include the TMGI, (cell ID information?) and a list of all the IMSIs registered for this MBMS service in the coverage of the SGSN.

2. The BSS pages each of the cells in the MBMS service area with the TMGI of the service. 

3. User decision on whether to receive this MBMS transmission.

4. The MS, after being prompted by the user, requests an uplink TBF to respond to the paging message using a (PACKET) CHANNEL REQUEST message.

5. The BSS assigns the MS an uplink TBF using either the PACKET UPLINK ASSIGNMENT message or an IMMEDIATE ASSIGNMENT message.

6. The MS sends a modified PACKET RESOURCE REQUEST message (or a new one) to the BSS. The PACKET RESOURCE REQUEST message would have to be modified to include the TMGI of the MBMS subscription. The MS then remains in idle mode for a few seconds while other MS from the MBMS group respond to the page.

7. Once a rough guide of the numbers is known for each cell (this may just be a threshold value), the BSS can decide on transport channel type on a cell-by-cell basis. The BSS then assigns either: point-to-point channel(s) to the MS as in GPRS or point-to-multipoint channel to the MBMS group.

8. The MBMS NOTIFICATION RESPONSE indicates to the SGSN that all the cells in the MBMS Service Area, which are controlled by this BSS have been assigned channels and the data flow can commence.

3.4.1.1.2 Establishment in other modes of operation

The establishment of resources in dedicated mode, packet transfer mode and dual transfer mode are described in Annex A.

3.4.1.2 Service Rejection

When an MS is out of the MBMS service area and requests an MBMS service, the BSS has to reject the MS. This rejection can be completed as shown below:
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1. The MS requests an uplink TBF using a (PACKET) CHANNEL REQUEST message for the resumption/commencement of an MBMS data stream.

2. The BSS assigns the MS an uplink TBF using either the PACKET UPLINK ASSIGNMENT message or an IMMEDIATE ASSIGNMENT message.

3. The PACKET RESOURCE REQUEST message is then sent by the MS. This message would have to be modified to include the TMGI of the MBMS subscription.

4. The BSS can reject the user by sending PACKET ACCESS REJECT message (or a modified version) to either a single user of an MBMS group.

3.4.2 Reconfiguration of the radio channel

MBMS is based on the concept of radio multicast, using a single point-to-multipoint channel on the radio interface. It is possible that, during the life of an MBMS session on a point-to-multipoint configuration, the radio resource needs to be reconfigured. Possible scenarios for reconfiguration are:

1) Reallocation of resources to another (set of) timeslot(s) for RRM reasons.

2) Dimensioning of the radio resources; e.g. decrease of allocated timeslots due to congestion.

3) Not enough users on the channel to justify a point-to-multipoint configuration. As explained in section 4.2, it needs to be studied what the threshold is, above which a point-to-multipoint configuration is preferred over several point-to-point ones. The network may use the knowledge of the number of recipients in the cell to:

a) Reconfigure the point-to-multipoint channel into one or more point-to-point channels or 

b) Release the radio resource, if there are no users using this channel e.g.  they have moved to neighbouring cells.

Scenario 3 above is likely to cause a small interruption in the information flow, probably comparable to that of the one caused by cell change. Note that this scenario may not be needed for MBMS sessions of short duration, where damage caused by the interruption may outweigh the short waste of radio resources. However, this functionality is likely to become essential for longer MBMS sessions, where the waste of using the point-to-multipoint channel when there are not (enough) users in the cell to justify it becomes more significant.
3.4.3 End of the data transmission

Once all the data corresponding to the MBMS session has been transmitted, the radio resource needs to be released. The details of this mechanism are left for further study. It is probably dependent to other decisions like, for instance, the level of reuse of existing channels and procedures (e.g. countdown mechanisms, PACKET CHANNEL RELEASE message, etc, in 3GPP TS 44.060).

One issue to be clarified is whether it is necessary to end the reception of one of the MSs in the MBMS session but not the others; this may be needed depending on the charging models (e.g. pre-pay customer runs out of credit).

3.5 Mobility

3.5.1 Change of cell

There are several possibilities when an MS changes cell during the reception of an MBMS service and the table below highlights the possibilities.

Table 1: Scenarios at cell change.

	
	MBMS Service type in use in Target Cell

	
	Point to Point
	Point to Multipoint
	Not in Service Area

	MBMS Service type in use in Source Cell
	Point to Point
	1) As today

2) PS handover
	1) Cell reselection + P2M establishment

2) PS handover
	Service reject

	
	Point to Multipoint
	1) Cell reselection + establishment

2) NACC-like procedures
	

	
	Not in Service Area
	Return to coverage
	


In all cases it is initially assumed that similar cell reselection procedures to those of Release 5 GPRS NC0. That it, the cell reselection in MS-centric with no measurements sent in the uplink. In the new cell, either existing procedures for the establishment of a point-to-point connection or new procedures for the establishment of a point-to-multipoint channel are used.

If PS handover is introduced, it could be used when the MS has a point-to-point channel in the old cell, irrespective whether the configuration in the new cell.

When the MS has a point-to-multipoint channel in the old cell, the possibility to send neighbouring cell (P)SI information in-band with the MBMS data needs to be investigated.

3.5.1.1 Normal Operation

Figure 3 shows a possible signalling flow for the resumption of the MBMS session after a cell reselection.
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Figure 3: Signalling diagram of cell change.

1. The MS is receiving the MBMS data stream.

2. The MS reselects to a cell as it does in straight GPRS.

3. The MS requests a channel on the (P)RACH.

4. The network assigns the MS an uplink TBF for transmission.

5. The MS requests the re-establishment of the MBMS session by sending the network a modified PACKET RESOURCE REQUEST (or a new message).

6. If the network already has a point-to-multipoint bearer allocated for this MBMS service (TMGI) in the new cell, then the network pushes the MS to listen to the point-to-multipoint downlink resources. Alternatively the network may allocate the MS a point-to-point connection for the transfer of the MBMS data.

7. If required, the MS reconfigures the radio resources.

8. The MS continues reception of the MBMS data stream in the new cell.

3.5.1.2 BSS Service Activation

A new signalling procedure may be required for when an MS requests the BSS to resume an MBMS data service and the BSS does not have any information regarding this particular MBMS service. This procedure is shown in Figure 4.
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Figure 4: Proposed flow for BSS Service Activation.

1. The modified PACKET CHANNEL REQUEST message (or new message) is sent by the MS to the BSS requesting the resumption of an MBMS service specified by the TMGI.

2. The MBMS ENQUIRY REQUEST message includes the TMGI of the required MBMS data service and indicates to the SGSN the requirement to establish new MBMS data flows.

3. The MBMS PFC Establishment procedure is for further study and will probably be the same procedure used at MBMS PDP context creation (see sub-clause 3.2.2).

4. The SGSN includes this BSS in the transmission of the MBMS data.

It is for further study at this stage how the flow is set up on the Gb interface. Furthermore, it needs to be investigated how and when the Packet Flow Context for MBMS is created.

3.5.2 Change of Routeing Area

After the MS has joined an MBMS session, it will probably have to include the associated TMGI, along with all TMGI for other MBMS services that the MS has ‘joined’, in a the ROUTING AREA UPDATE REQUEST message each time the MS changes Routing Area.

On receipt of the ROUTING AREA UPDATE REQUEST message, the SGSN verifies that it has knowledge of all TMGIs listed in the message. If a TMGI included in the message, is not known by the SGSN, the SGSN requests information about the associated MBMS service from the GGSN.

The SGSN stores the IMSI of the MS against the TMGI for use in future paging of this MBMS service. The BSS then completes the Routing Area Updating procedure in the normal way with an unmodified ROUTING AREA UPDATE ACCEPT message.

During data transmission, when the old and new cells belong to different RAs, the MS shall continue to perform a Routeing Area Update procedure in the new cell, as it does in GPRS, before the MBMS session is resumed.

3.5.3 Change of RAN

No detail study has been performed on this area at this stage. It is foreseen that:

· in the change from GERAN to UTRAN, existing cell reselections procedures apply

· in the change from UTRAN to GERAN, whatever new procedures are defined for MBMS session re-establishment in GERAN, they should be reused.

It is possible that there are some commonalties between the GERAN and UTRAN problems, so co-operation with the RAN groups (mainly RAN2) is expected, for instance, in areas like: requirements on the codecs, synchronisation after cell change, etc.

3.5.4 MBMS resumption

3.5.4.1 Periodic paging

In addition to the resumption of an MBMS session, temporarily interrupted by a cell change, there are other scenarios when the MS is also expected to resume (or, rather, start) the MBMS session after an interruption. When possible, it is recommended that a generic mechanism like the one below presented for the cell change (see section 4.5.1.1) be adopted for all those cases. Some of these possible scenarios are:

1. End of a higher priority service (e.g. voice call when the MS does not support DTM)

2. Loss of coverage

3. Power on during the life of an MBMS session for which the user is registered to

At a cell change, the MS knows that there is an MBMS session ongoing for which it has joined. It can therefore attempt to re-establish it in the new cell without any prompting (see 4.5.1.1). However, the three cases mentioned above may be of a different nature that the cell change, since it is possible that the MS has not received the notification sent prior to the start of the session. In order to allow MSs to learn about the session in progress, it would be necessary to perform periodic paging. This is so that MSs back to idle mode after (1) a higher priority service has finished, (2) having regained cover or (3) power on, can joint the session. Once the MBMS notification is receive, the MS then resumes the MBMS service using the procedure detailed in sub-clause 4.5.1.1.

It needs to be clarified whether or not this mechanism of periodic paging is needed. Late start, i.e. receiving an MBMS session after it has started has some service considerations that need further consideration. For instance, it may be that such mechanism is only required when the duration of the session is over a certain length (with the limit being the “continuous stream model”) or only for certain charging models (e.g. not when the user pays per session successfully received).

3.5.4.2 Frame synchronisation

MBMS is used the bearer for a given session, which is supposed to be originated in a single BM-SC sending the same information to all SGSNs with cells belonging to the service area. Different parts of the network will introduce buffering and therefore delays, which can be different for different RANs/cells. However, these delays are likely to remain low. It can be therefore assumed that the nature of the MBMS architecture ensures a loose synchronisation of the flows on all cells.

However, full synchronisation is not likely to be feasible and therefore mechanisms are needed to ensure the correct reception of frames, i.e. to identify gaps in the transmission (forward jumps) or repetitions (backward jumps). It needs to be verified whether this functionality is already present at higher layers (e.g. RTP). If this is not the case, a new frame over LLC may need to be defined, including an MBMS Frame Number field in the header.

3.6 Terminal capabilities

3.6.1 Multislot capabilities

Some of the data rates that MBMS is being designed to support need several timeslots to be accommodated. Also, as explained below, it should be possible to broadcast/multicast the same service at different rates. However, this is not a situation that should take place in the same cell at the same time, since this would fragment the grouping of mobiles upon which MBMS is based.

It is possible that a minimum number of downlink timeslots may need to be specified for all terminals supporting MBMS.

3.6.2 Simultaneous support of services

3.6.2.1 Simultaneous support of several MBMS services

Depending on the MBMS service type, a user may have joined multiple MBMS services. As long as the MS can look out of multiple TMGIs and if the data transfer sessions do not overlap, then there should not be an issue.

The support of two or more MBMS sessions taking place at the same time is left in 3GPP TR 25.992 [5] dependent on the MS capabilities. One possibility is to introduce a Session ID field if MBMS frames are defined. As mentioned above, these frames may be needed for frame synchronisation after cell change. With this Session ID field, the MS would be able to discriminate between different sessions.

It is not expected to have many parallel MBMS sessions taking place simultaneously in the same cell to the same terminal, but the possibility to have two or three should not be ruled out. This is especially important, since this feature may require the definition of feature (like the MBMS frames) that must be present from the first release. Note that, while two or more streaming sessions are not expected to be broadcast/multicast at the same time:

· It may be difficult for the network to enforce a sequential delivery of services when the penetration of MBMS is high and users subscribe to multiple services to be served with MBMS, or when sessions in MBMS-Broadcast mode happen at the same time as sessions in MBMS-Multicast mode.

· MBMS may be used for the efficient provision of services with background QoS; the simultaneous provision of MBMS services with streaming and background traffic classes is not very unlikely.
3.6.2.2 Simultaneous support of MBMS and non-MBMS services

The simultaneous support of MBMS and other non-MBMS services would require either a DTM-like solution (for the support of CS and MBMS services) or the support of multiple TBFs (for the support of point-to-point S and MBMS services). There could be heavy competition for the timeslots around the resources used for the point-to-multipoint channel due to the limitations of the multislot classes of the handsets.

3.6.2.3 Reception of paging

MSs are required to be available for the reception of paging from the network for other services, whilst receiving the MBMS service. 

All paging for users who have an active TMGI and in an SGSN service area will have to be included in-band signalling on the MBMS channel. The paging to these MS would be required to indicate the type of service (e.g. CS, PS or MBMS) as well as further information such as CLI or MBMS service description. The inclusion of this additional information introduces a requirement on user privacy and therefore some information will need ciphering.

The paging will probably also have to be reproduced on to the normal paging channels of all the cells in the BSC area because it cannot be guaranteed a particular MS is listening to a point-to-multipoint session and it may be in idle mode.

3.6.3 Other issues

In addition to the multislot class and the simultaneous support of services, there are other areas related to the MS capabilities that need to be considered:

· EDGE: How does the support of EDGE in the terminal (or lack of) affect the provision of MBMS services? EDGE-capable terminals may benefit from a higher data rate. However, this segregation is against the principles of MBMS.

· Network knowledge: one of the main points that need agreement is on the need/feasibility to make the MS known by the BSS. The proposed approached and message flows are based on the assumption that the network does not know the identity of the MSs that are receiving an MBMS session on a point-to-multipoint connection. If this is the case, the network will not know either the capabilities of those terminals. This, together with the principle of aggregation that MBMS is based upon, leads to the standardisation of minimum capabilities for all MSs supporting MBMS.

3.7 Quality of service

The capabilities of the network to provide a service with a given QoS level may vary with the RAN, cell and time. In order to have an efficient provision of MBMS services, and taking into account that, e.g. for streaming, a lower data rate (e.g. a lower audio/video quality) will result in a better user perception of the service than the denial of service, a mechanism is needed to provide the same service with different QoS (data rates) in different:

· RANs: GERAN and UTRAN cells may offer the same service at different rates.

· Cells: different cells may have different amount of free resources; the MS should be able to continue the service in another cell, even if this is being broadcast/multicast with different rates.

· Points in time: the network must have the possibility to modify the amount of radio resource used for a given MBMS session, thus changing the QoS of the service.

Specifically for the case of streaming traffic class, there are several methods that should be investigated together with SA4, as well as RAN2, since the codecs are likely to be common with UTRAN. Some possibilities:

· Multiple independent flows: the BSS may receive a number of flows associated to the same MBMS service, each with a different quality and, therefore, radio interface data rate. Based on the amount of resources available on each of its cells, the BSS selects one of the flows. This flows are pseudo-synchronised so that the service is loosely synchronised in neighbouring cells and so that the BSC can change the flow in a given cell due to RRM reasons. Note that one of the flows must be the one to be provided in point to point configurations; this flow will have a different coding, as it needs less protection since it may use acknowledged transmission on the radio interface.

· Multiple incremental flows: it is a similar scenario to the one above, but each of the flows would complement and increase the quality of the flow(s) with lower quality. There would be a ‘basic flow’ that would provide the lowest quality, which would be enhanced by the addition of the other flows, only sent on the radio if there are enough resources. Another marginal benefit is that each piece of information is only sent once through the network, saving some transmissions resources.

3.8 Security

Some security issues that have been identified are:

· The transmission of paging information on the in-band MBMS signalling channel in a point-to-multipoint channel, introduces the new ciphering requirements so that this additional information is not received by the other users in the same channel.

· It has been assumed in this paper that the protection of the MBMS data is done by ciphering at the application layer, thus transparent to the GERAN. Furthermore, the distribution of the ciphering key is assumed to be done using point-to-point connections. This assumption needs to be confirmed (with SA2 and SA3). With these assumptions, MBMS data protection would be transparent to the GERAN.

· If the previous assumption is confirmed, then the ciphering between the MS and the SGSN at LLC level must be switched off.

3.9 Charging

The only issues related to charging affecting the GERAN are the tools that the GERAN may need to provide in order to support the different charging mechanisms. These mechanisms have not been defined yet, 

4 Open issues and questions

The following are other open issues and questions that have not been raised elsewhere in this paper. The are collected here for prompting of future contributions.

· Provision of services only in one cell/RAN/layer: it is a common scenario that a certain geographical area is covered by several cells. Following the mentioned principle of aggregation of MBMS for an efficient use of the radio resource, mechanisms need to be defined to group MBMS users in a given cell. Since PS Handovers and NC2 procedures are not likely to be usable in point-to-multipoint channels, other alternatives need to be investigated, e.g. MBMS specific cell reselection parameters send in-band to be used when the MS in the point-to-multipoint channel.

· Requirement for uplink transmission: it has been assumed throughout this paper that there is no need for uplink transmission (e.g. RTCP messages), at least when the MS in the point-to-multipoint channel; this assumption will need to be confirmed (by SA2 and SA4). At this stage, it is assumed that any uplink activity will trigger the transition to a point-to-multipoint configuration.

· Can header compression be applied?

· MBMS/MS context at the BSS: the establishment, use, removal and contents of the MBMS contexts in the BSS for multicast and broadcast mode MBMS have not been discussed in this document and are for further study. Does the BSS hold one context per MS or one context per MBMS session? For the case of MS using a point-to-multipoint channel, is it possible for the BSS to know the identity of all the MS and therefore would be possible for the BSS to hold a MS context?

· Paging in Broadcast mode will require default paging identities, such that the network is not required to provide these identities to each MS before use. It is suggested TMGI(s) be reserved for broadcast services.

· Streaming model: MBMS is defined in the stage 1 and 2 with no obvious restrictions on the duration of the session to be broadcast/multicast. However, this length may condition some of the solutions in the GERAN, e.g. periodic paging, need for periodic recounting users to decide between point-to-point and point-to-multipoint configurations, etc.

5 Conclusion and proposal

This paper highlights the main areas of MBMS that affect the GERAN. In some cases solutions to the problems are suggested. A list of questions and open issues is also collected. It is proposed to discuss the issues raised in this paper, as well as the suitability of the solutions proposed, and identify other areas that require further investigation in future meetings.
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Annex A

Dedicated mode
The following figure illustrates the MBMS paging mechanism used for MS, found to be in dedicated mode.
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Figure 5: Establishment of resources for an MS in dedicated mode.
1. The MBMS NOTIFICATION REQUEST message is a proposed new message, required to trigger the BSS to page a MBMS group in a given MBMS service area. 

2. The BSS correlates the IMSI information against a list of all users in dedicated mode stored in the BSS.

3. The BSS sends a PACKET NOTIFICATION message (including a TMGI), on the main DCCH, to the MS subscribed to the MBMS service. 

4. User decision on whether to receive this MBMS transmission. If the user wants to receive the service, the MS leaves dedicated mode and continues with this sequence. If the MS is decides not to receive the MBMS service at this time, the MS remains in dedicated mode and the paging message is ignored.

5. The MS, after being prompted by the user, requests an uplink TBF to respond to the paging message using a (PACKET) CHANNEL REQUEST message.

6. The BSS assigns the MS an uplink TBF using either the PACKET UPLINK ASSIGNMENT message or an IMMEDIATE ASSIGNMENT message. 

7. A modified PACKET RESOURCE REQUEST message is then sent to the BSS by the MS, the purpose of this message is a response to the page. The PACKET RESOURCE REQUEST message would have to be modified to include the TMGI of the MBMS subscription. The MS then remains in idle mode for a few seconds while other MS from the MBMS group respond to the page. 

8. Once a rough guide of the numbers is known for each cell (this may just be a threshold value), the MS can decide on transport channel type on a cell-by-cell basis. The BSS then assigns either: point-to-point channel(s) to the MS, as in GPRS or point-to-multipoint channel to the MBMS group.

9. The MBMS NOTIFICATION RESPONSE indicates to the SGSN that all the cells in the MBMS Service Area, which are controlled by this BSS have been assigned channels and the data flow can commence.

There are a couple of possibilities for an MS in dedicated mode:

a) If the MS supports DTM, then when the MS is ordered to listen to a downlink signalling channel, if the channel is within the DTM multislot class of the MS, then the CS connection is maintained and the MS monitors the downlink signalling channel.

b) If the MS supports DTM, but the allocation of the downlink signalling channel is outside of the DTM multislot class of the MS, then the user will be required to terminate the CS call.

c) If the MS does not support DTM then the CS connection is required to be terminated.

Packet transfer mode
The following figure illustrates the MBMS paging mechanism used for MS, found to be in packet transfer mode, with both uplink and downlink resources allocated.
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Figure 6: Establishment of resources for an MS in packet transfer mode.
1. The MBMS NOTIFICATION REQUEST message is a proposed new message, required to trigger the BSS to page a MBMS group in a given MBMS service area. 

2. The BSS correlates the IMSI information against a list of all users in dedicated mode stored in the BSS.

3. The BSS sends a PACKET PAGING REQUEST message (including a TMGI) to the MS subscribed to the MBMS service. 

4. User decision on whether to receive this MBMS transmission. If the user wants to receive the service, the MS leaves packet transfer mode and continues with this sequence. If the MS decides not to receive the MBMS service at this time, the MS remains in packet transfer mode and the paging message is ignored.

5. A modified PACKET RESOURCE REQUEST message is then sent to the BSS by the MS, the purpose of this message is a response to the page. The PACKET RESOURCE REQUEST message would have to be modified to include the TMGI of the MBMS subscription. The MS then remains in idle mode for a few seconds while other MS from the MBMS group respond to the page. 

6. Once a rough guide of the numbers is known for each cell (this may just be a threshold value), the MS can decide on transport channel type on a cell-by-cell basis. The BSS then assigns either: point-to-point channel(s) to the MS as in GPRS or point-to-multipoint channel to the MBMS group.

7. The MBMS NOTIFICTION RESPONSE indicates to the SGSN that all the cells in the MBMS Service Area, which are controlled by this BSS have been assigned channels and the data flow can commence.

The loss of the original packet resources of MS is FFS, but the study should include the capabilities of the ME and the resources allocated by the network. Some of the possibilities are listed below: 

a) If the signalling channel allocated is within the multislot capabilities of the MS and the MS is capable of multiple TBFs and both TBFs have the same QoS, then the MS should monitor the signalling channel.

I) The BSS allocates a point-to-point MBMS data channel: then if it is within the multislot class of the MS then the MS can continue.

II) The BSS allocates a point-to-multipoint MBMS data channel:

i) The MS is treated separately on a point-to-point within the multislot class of the MS.

ii) The MS has to drop or suspend the other PS resource and continue with the point-to-multipoint MBMS data transmission.

b) If the signalling channel is outside of the multislot capabilities of the MS or the MS is not capable of handling multiple TBFs then the user of the MS would be required to terminate the current PS resources.

Dual transfer mode
The following figure illustrates the MBMS paging mechanism used for MS, found to be in dual transfer mode.
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Figure 7: Establishment of resources for an MS in DTM.
1. The MBMS NOTIFICATION REQUEST message is a proposed new message, required to trigger the BSS to page a MBMS group in a given MBMS service area. 

2. The BSS correlates the IMSI information against a list of all users in dedicated mode stored in the BSS.

3. The BSS sends a PACKET NOTIFICATION message (including a TMGI), on the main DCCH, to the MS subscribed to the MBMS service.

4. User decision on whether to receive this MBMS transmission. If the user wants to receive the service, the MS leaves dual transfer mode and continues with this sequence. If the MS decides not to receive the MBMS service at this time, the MS remains in dual transfer mode and the paging message is ignored.

5. The MS, after being prompted by the user, requests an uplink TBF to respond to the paging message using a (PACKET) CHANNEL REQUEST message.

6. The BSS assigns the MS an uplink TBF using either the PACKET UPLINK ASSIGNMENT message or an IMMEDIATE ASSIGNMENT. 

7. A modified PACKET RESOURCE REQUEST message is then sent to the BSS by the MS, the purpose of this message is a response to the page. The PACKET RESOURCE REQUEST message would have to be modified to include the TMGI of the MBMS subscription. The MS then remains in idle mode for a few seconds while other MS from the MBMS group respond to the page. 

8. Once a rough guide of the numbers is known for each cell (this may just be a threshold value), the MS can decide on transport channel type on a cell-by-cell basis. The BSS then assigns either: point-to-point channel(s) to the MS as in GPRS or point-to-multipoint channel to the MBMS group.

9. The MBMS NOTIFICATION RESPONSE indicates to the SGSN that all the cells in the MBMS Service Area, which are controlled by this BSS have been assigned channels and the data flow can commence.

There are a couple of possibilities for an MS in dual transfer mode:

b) If the MS supports DTM, then when the MS is ordered to listen to a downlink signalling channel, if the channel is within the DTM multislot class of the MS, then the CS connection is maintained and the MS monitors the downlink signalling channel.

c) If the MS supports DTM, but the allocation of the downlink signalling channel is outside of the DTM multislot class of the MS, then the user will be required to terminate the CS call.
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