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Cell change Enhancements for Streaming services

1 Introduction

This paper is an updated version of a paper submitted to the GERAN2 #12bis meeting [8]. It discusses various solutions to better support Streaming services in GERAN in the scope of the WI Seamless support for Streaming services in A/Gb mode. The enhancements aims to reduce the services outage time (as seen by the application) at cell change in GERAN and are valid also for Interactive/Background services. This paper only gives an initial assessment of the impacts and gains with the various solutions; additional simulations to further assess the gain vs. impacts of the solutions are needed. More work is also needed on defining the requirements for Streaming services in GERAN.

Updates in this paper includes:

· Removal of solutions (e.g. RLC buffer relocation and LLC AM) not considered applicable for Streaming services.

· Addition of the CCN/BSSGP Radio Status solution for GERAN to UTRAN cell change.

· Minor updates.

2 Impact of Cell change

A number of recent contributions in GERAN have discussed the service interruption time for the various cell re-selection scenarios in GPRS today [1], [2]. Although no conclusion has been taken regarding the interruption time it should be possible to draw some conclusions from these papers. 

· The service outage time for a cell change within a BSC and RA are in the order of 0.5-4 seconds depending on errors, re-transmissions, and what features are supported by the network and mobile. The 0.5-second time assumes NACC and no link errors.

· The service outage time for a cell change between BSCs and RAs is in the order of 1-15 seconds depending on errors, re-transmissions, and what features are supported by the network and mobile. Typical values of 2-3 seconds are expected for Rel-5 systems.

· It is expected that there will be packet loss at inter-BSC cell-reselection if LLC operates in unacknowledged mode.

From these assumptions the following conclusions may be drawn:

· A cell re-selection may impose both extra delay and packet losses compared to the stationary case.

· In the case of Streaming (RTP/UDP) the size of the play out buffer and the corresponding start-up delay will in most cases be determined by the worst-case scenario i.e. an inter-BSC and inter-SGSN (or RAT) cell re-selection. This conclusion is supported by [7].

· In the case of services using TCP the combination of packet loss and temporarily increased transfer delay may cause TCP timeout and cause TCP to move into a slow start phase.

· In the case of Streaming applications using RTP/UDP the combination of packet loss and temporarily increased transfer delay may be interpreted by the Streaming applications as a case of severe congestion, which may cause it to go down in rate (e.g. go down in quality) for a number of seconds.

· Decreasing the service outage time and/or reducing the packet loss at cell change will reduce the buffers size needed in the MS quite significantly. This is also shown in [7]

· Reducing the risks for interruptions of a streaming media flow is considered of key importance for the quality of experience of the end user applications. The amount of time needed to buffer data (e.g. Start-up delay) in the MS is considered as having less impact to the quality of experience, however the shorter time needed for buffering the better.

· It is up to the GERAN community to assess how much the proposed solutions (listed below) improves these parameters as well as determine if the increased quality of experience is worth the cost implementing these new solutions.

3 Possible Cell change Enhancements

3.1  Enhanced Flush Procedure (a.k.a Packet Recovery)

3.1.1 Description

This procedure is based on limiting packet loss at inter-BSS cell change for the case when unacknowledged LLC is used. The basic principle is that the BSSGP flush procedure is extended to also include the transmission of LLC PDUs, which has not yet been received by the MS, from the BSS back to the SGSN. This would make it possible for the SGSN to forward the IP packets, which the old BSS does not considered received by the MS to the new BSS (in the inter-SGSN case this is done via normal packet forwarding procedure to the new SGSN). Some re-transmission of packets may occur however if the procedure is working correctly no packets will be lost.

This solution has no impact on terminals and does not require any use of NACC, CCN and PS Handover.

More detailed description has been presented in [5].

3.1.2 PROS

· Makes it possible to avoid packet losses, which may be beneficial both for TCP and RTP based services. 

· Potentially lower delay and less harmful side effects and impacts than Acknowledge mode LLC.

· The solution has no impacts to the terminals.

3.1.3 CONS

· Impact to the SGSN since it might be needed to store IP packets even though the LLC PDUs have been sent down to the BSS. Alternatively the SGSN may need to re-assemble LLC packets received from the BSS.

· The delay to forward packets from one BSS to another is unknown.

· Open issue on how long time packets should be buffered in the SGSN. This issue may be solved after discussions with SA2/SA4 regarding the use of the Transfer delay QoS parameter. 

· May cause unnecessary re-transmission of LLC blocks that has been received by the MS without the BSS knowing it.

3.2 Radio Status (SGSN suspend) procedure

3.2.1 Description

This is an alternative solution to avoid packet loss at inter-BSS cell re-selection. It is used in combination with Cell Change Notification (used for NACC), or alternatively PS Handover. 

When the BSS detects that the MS (in CCN mode) is planning to make a cell change to a cell in another BSS it will send a BSSGP Radio Status message with cause value “cell re-selection ordered” to the SGSN. The SGSN will then temporarily stop the downlink transmission of LLC PDUs on the Gb interface. The BSS then has time to finish all downlink LLC PDUs it has in its buffer for that particular MS. At GERAN2 #12bis it was noted that this might require the BSS to order the MS into NC2 if the emptying of the buffer takes longer than one second. Possible enhancements not involving NC2 can also be considered.

When the buffer is empty the BSS can let the MS go to the target cell (either automatically or by sending a PCCO). When the MS enters the target cell it will perform a cell update. The cell update will be considered as an implicit resume by the SGSN and it then will start the downlink transmission in the target cell. 

At GERAN2 #12bis the case when the PCCO fails and the MS enters the old cell was also discussed. As it is specified today the SGSN has no direct way of knowing that the PCCO failed since the MS is not required to perform a Cell update procedure or may not have any uplink data to send. This failure case can be solved if the MS is required to always perform a Cell update if the PCCO procedure fails.

It is assumed that the time it takes to empty the BSS buffer will be in order of 1-2 seconds which should not cause any problems for MS in CCN or NC2 state. More simulations are needed to verify these assumptions, in principle however the capability to empty the BSS buffer will be very much implementation and services dependant.

3.2.2 PROS

· Makes it possible to avoid packet losses, which may be beneficial both for TCP and RTP based services.

· The solutions is less complex than Packet Recovery since all the SGSN need to do is to temporarily suspend the downlink transmission and then continue the downlink transmission in the target cell.

· It can be used in conjunction with LLC ABM or LLC ADM.

3.2.3 CONS

· It needs to be verified that the BSS can empty its downlink buffer within acceptable time for cell change purposes. This will depend on BSS implementation as well as channel conditions in the old cell.

3.3 Radio Status (SGSN suspend) procedure for inter-RAT cell change.

3.3.1 Description

The solution proposed in 3.2 can be extended to also support inter-RAT cell changes from GERAN A/Gb to UTRAN. The basic principle is the same. The MS is in CCN mode and indicated that it wants to perform a cell re-selection towards an UTRAN cell. This requires enhancements to the CCN procedures of today were the MS only enters CCN if the target cell is a GERAN cell. 

When the BSS detects that the MS (in CCN mode) is planning to make a cell change to a cell in UTRAN it will send a BSSGP Radio Status message with cause value “cell re-selection ordered” to the SGSN. The SGSN will then temporarily stop the downlink transmission of LLC PDUs on the Gb interface. The BSS then has time to finish all downlink LLC PDUs it has in its buffer for that particular MS. When the buffer is empty the BSS can let the MS go to the target cell (either automatically or by sending a PCCO). When the MS enters UTRAN it will perform a RRC connection establishment and perform a RAU procedure to the CN (assuming inter SGSN case). The RAU will cause the new SGSN to fetch the context and the stored packets from the old SGSN. After the RAU has been completed the downlink transmission to the new cell may be resumed. 

The solution will have no impacts to UTRAN or the 3G-CN. The MS needs to be updated to support CCN towards UTRAN. Similar solution can be used if inter-RAT PS handover is introduced. It is assumed that for the opposite direction going from UTRAN to GERAN there is no problem with packet losses since the RNC can forward all packets that have not been acknowledged by lower layers. 

An overview of the 2G to 3G cell re-selection is provided below.
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The DL flow from the old 2G-SGSN to the BSS will be stopped by a BSSGP Radio Status procedure after the decision to perform the cell change in step 1. At step 7 all the packets received after the DL flow was stopped from the old 2G-SGSN will be forwarded to the new 3G-SGSN. After step 20 the DL flow will be resumed to the MS. 

3.3.2 PROS

· Makes it possible to avoid packet losses, which may be beneficial both for TCP and RTP based service for inter-RAT cell change.

· It can be used in conjunction with inter-RAT PS handover.

3.3.3 Cons

· The performance gain of using the solution has to be investigated.

· The opposite scenario of cell change from UTRAN to GERAN A/Gb mode needs also to be verified.

3.4 PS Handover and RAU

3.4.1 Description

PS Handover is one main feature to let the network support an almost seamless cell change (as seen by the application) by pre-allocating radio resources and then ordering the MS to go directly to a traffic channel in the target cell. PS Handover can also be used in combination with all other features above. The feature is mainly applicable to streaming and conversational services with high requirements on transfer delay. 

The PS handover may be initiated by the network based on RF criteria as measured by the MS or initiated by the network based on traffic criteria (e.g. current traffic load per cell, interference levels, maintenance requests, etc.). In order to determine if a handover is required, due to RF criteria, the MS takes measurements from neighbouring cells. These measurements are reported to the serving cell on an event driven or regular basis. 

There are three types of handover that can be considered – the Intra BSC Handover, the Inter BSC/Intra SGSN handover and the Inter SGSN Handover. The latter one includes two SGSNs and two BSCs.

In all 3 handover cases a Routing Area Update (RAU) can be required if the target cell is located in another routing area than the source cell. For GERAN A/Gb mode a working assumption is that if needed, the RAU is performed immediately after the handover procedure is completed. To obtain a seamless service also in this case, it is assumed that packet user data is transferred during the ongoing RAU procedure.

In addition to the 3 handover types mentioned above the inter RAT packet handover cases between GSM and UMTS have to be considered.

The procedure for a successful Inter BSC/Intra-SGSN handover is shown in figure 1 below. 
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Figure 1: Inter BSC/Intra-SGSN Handover Procedure

The service interruption time will be short and consists of following parts and estimated delays: (This is under the assumption it is not combined with any other enhancements. Other assumptions are: Downlink Ongoing Transfer; Intra BSC Lossy Handover; Same RA; SGSN duplication of DL Data):

1. the MS reception of the PS Handover Command (20ms)

2. the MS reconfiguration of the layer 1 when going to the PDTCH in the new cell (60ms)

3. the MS waiting for uplink resources in the new cell (40ms)

4. the MS reception of system information for the new cell (40ms)

5. the BSC acknowledgement of a Cell Update message from the MS (20ms).

The delay figures for 1,4 and 5 above are dependent on if radio resources are available or if new resources have to be allocated. The total user data outage time at handover will then be 100 – 180 ms. These figures are then independent of if the type of HO is intra/inter BSC or intra/inter SGSN. A change of routing area might add a few block periods = 20-40 ms to the user data outage time if resources have to be taken from transmission of the user data and if allowed to be sent in parallel with user data. If user data transmission is not allowed during the RA Update (LAU…), the outage time will be increased. The 100-180 ms figure can then be compared with the user data outage time at a normal cell change, which will vary depending on the traffic case between 0.5 and 6 seconds.

3.4.2 PROS

· Will substantially reduce the service outage time down to < 200 ms

· The network controlled cell change makes it possible to steer mobiles based on load and services as well as reserve resources for mobiles in the target cell. This increases the possibilities to support guaranteed bit rate services significantly  

· The reduction of service outage time is independent of handover case (Inter BSC, Inter SGSN etc.)

· The reduced service outage makes it possible to keep the play out buffers in the MS for Streaming services small

· TCP time outs can be kept to a minimum

· PS handover provide benefits both for lossy and loss-less services

· Will  work in conjunction with the Enhanced Flush (3.1) and the BSSGP Radio Status (3.2-3.3) procedures

3.4.3 CONS

· Is significantly more complex to introduce then the other solutions described above, since it;

· Will impact all nodes with new handover signalling procedures; 

· Will require measurement reports to be sent from the MS when in HO mode;

· Will require data duplication functionality during the ongoing handover in order to reduce service interruption and substantial packet loss; (Lossy case)

· Will require modified Routing Area Update procedure with parallel user data transmission; 

4 Conclusion

This paper presents some initial discussion regarding different solutions to enhance the Cell change performance of GERAN A/Gb mode. Further work is needed to assess the impacts and gains of the different proposals. 

Things worth noting are that:

· The BSSGP Radio Status solution (3.2) is the preferred solution for reducing packet loss at inter-BSC cell change since it potentially can provide the shortest service interruption without introducing any significant complexity.

· The performance of the BSSGP Radio Status solution towards UTRAN should be investigated further since it is also a relatively low complexity solution in order to avoid packet loss.

· Introducing PS Handover is considered the most complex enhancement however it will also in combination with the BSSGP Radio Status procedure give the best cell change performance. 

· In addition to the procedures presented in this paper, one additional performance enhancement looking into the possibilities of supporting DL-Data during RAU, has been proposed [6]. The solution aims at reducing the service interrupt for Streaming services. The pros and cons with that solution is FFS.
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