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Further Investigations on client buffer size and bearer characteristics for Streaming Service in GERAN

1 Introduction

At GERAN2 #12bis, document [2], was presented where the simulation results for the investigation on client buffer size for Streaming services was analysed. In response to the questions raised in GERAN #12bis, additional investigations and some modifications to the simulation models presented in [2] have been performed.  The additional simulations have been performed for scenario 2 i.e. the case when the transmission rate over the radio interface is assumed to be temporarily larger than the play-out and server rate of the streamed data. The results of the investigations gives some guidelines for an appropriate dimensioning of (and requirements on) the buffer sizes implemented at the streaming client in order to support Streaming applications using GERAN bearer services.

The investigated areas are:

1. The gains of an increased link bit-rate that is 10% and 20% larger than the play-out rate.

2. Separated simulations of the streaming performance

· Where “Cell Change interruptions only" are considered.

· Where “RA Update interruptions only" are considered.

3. 
Possible streaming quality gains arising from reduced interrupt of the Cell-update and RAU procedures.  

2 Modelling the Streaming Service Characteristics

The analyses have been carried out by the following approach. First, the model described in [1] was implemented to calculate the distribution of the total link outages given the following input parameters:

· The distribution of the time between a cell change,

·  The probability for a RA update taking place in conjunction with a cell change and 

· The distributions for the link interruptions occurring during a cell change and a RA update.

Additionally a queuing model has been implemented to investigate the effects of a transmission rate over the air interface that is temporarily or continuously larger than the play-out rate of the streaming content at the client side. Such a configuration would allow the buffer at the streaming client side to re-fill after a link outage. 

2.1 Description of the model

The model aims at taking into account the elements of the complete end-to-end transmission chain built up between a streaming server located outside of GERAN and a streaming client connected to a GERAN. The transmission link between the server and the GERAN is assumed to have only a minor impact on the overall service performance. This link is thus not been taken into account by the model.

The model is based on three major blocks as described below: 

I- Streaming content arrival process.

II- Streaming Transmission Link.

III- Streaming Client.


The model considers two buffers. One buffer before the radio link and a second one implemented at the streaming client.

1. An arrival process generating data packet of constant size at regular and fixed intervals models the streaming server, such that the arrival rate of streaming data λs is constant. λs can be either equal or larger than the play-out rate at the streaming client (λs ≥μA). The play-out rate is assumed to be constant, i.e. μA = μA0. 
2. The maximum transmission rate over the air interface μL switches between two states μL = 0 ,  μL = μL0 (Scenario 1) and μL = μL0+10%(Scenario 2-3).



Figure 1: Queuing Model of the end-to-end streaming application

The above assumptions correspond to the ones already made in [1]. In addition, the following further assumptions are made in correspondence to [1]:

3. No cell changes occur during the initial buffering phase. In order to reach comparable results, the streaming session length used for the evaluation of the queuing model is extended by the initial buffering time, which makes the success rate at a given size of the client buffer directly comparable to the distribution of the link outages during the remaining session length (corresponds to assumption 3 in [1]).

4. The time between cell changes follows a normal distribution, with a certain minimum value length (corresponds to assumption 4 in [1]).

5. The time of interruptions due to cell and Routing Area updates follows a shifted Rayleigh distribution (corresponds to assumption 5 in [1]).

6. Intra- and Inter-BSC NACC is used (corresponds to assumption 6 in [1]). The impact of the different routines is taken into account by the chosen distribution, its mean value and the shift applied to it.

7. The probability of a cell boundary also being a Routing Area boundary follows a Bernoulli distribution. This assumes complete independence in the probability of RA changes at two consecutive cell changes (corresponds to assumption 7 in [1]). The mean values for the time at a RA change include the time for the cell-change taking place in conjunction with the RA update procedure.

8. No PBCCH is present and NMO II is used. The MS operates in class B. Therefore the Gs interface is not used and the combined update procedures cannot be used. When a cell change means a Location Area change, the RAU procedure is executed after the LAU procedure (corresponds to assumption 8 in [1]). Note that this represents a worst-case interruption scenario –as long as we expect NMO II with no PBCCH to be a common/realistic deployment scenario. 

9. There is perfect flow control on the Gb interface, so that the buffer at the BSC is never empty during the duration of the session (corresponds to assumption 9 in [1]).

10. There is no additional delay at BSC change (corresponds to assumption 10 in [1] .

11. Radio conditions are perfect: there are no losses or retransmissions (corresponds to assumption 11 in [1]).

2.2 Description of Dynamic behaviour of the model, Scenario 1 (not simulated in this paper)

Server bit-rate = Link bit-rate = Playout bit-rate  (Was analysed in [2]. No further work on this scenario. )

The dynamic behaviour of the queuing model is the same as depicted in Figure 4 of [1], if the data rate of the streaming server equals the transmission rate over the radio interface and the play-out rate at the streaming client (λs = λs0 = μL0  = μA0).
2.3 Details of scenario 2 (simulated in chapter 3)

If the transmission rate over the radio interface is larger than the rate of the streaming server and the play-out rate at the client (λs = λs0 = μA0 ≤ μL0), a dynamic behaviour of the queuing model as depicted in Figure 2 is assumed. The buffer implemented at the streaming client can in this case be re-filled to its maximum value BINIT after an interruption of the link occurred. The data injected into the system during the time of a link outage, is queued in an appropriate link layer buffer modelled by bL. Assuming that the application has not any protocol covering the retransmission of missing data, the maximum value of  the SGSN buffer size should be very close to the maximum value of the play-out buffer size (bL max = bL Max). 
[image: image1.emf]

S

(t)

t



L

(t)

t



A

(t)

t

b

L

(t)

t

b

A

(t)

t

μ

L0

μ

A0

B

init

μ

A0

B

init

Interruption time

z

c

Time between 

Interruptions

t

c

Link outage 

too long

Server stops 

sending

Server bitrare = Playout bitrate

Play-out start

Maximum amount of data in flight

makes the Server stops

upper limit for client buffer

+10%

+10% +10%

Link interruption

Initial Buffering

Re-buffering



S

(t)

t



L

(t)

t



A

(t)

t

b

L

(t)

t

b

A

(t)

t

μ

L0

μ

A0

B

init

μ

A0

B

init

Interruption time

z

c

Time between 

Interruptions

t

c

Link outage 

too long

Server stops 

sending

Server bitrare = Playout bitrate

Play-out start

Maximum amount of data in flight

makes the Server stops

upper limit for client buffer

+10%

+10% +10%

Link interruption

Initial Buffering

Re-buffering


Figure 2: Evolution of buffer sizes during a streaming session interrupted by cell changes and RA updates

2.4 Details of Scenario 3 (not simulated in this paper)

Link Rate> Server Rate> Play-out Rate.

This scenario might not be applicable for all the cases and may not affect the total buffer size and thereby gives the improvements for minimizing the start-up time. In this set-up, we allow the client buffer to constantly increase during the complete streaming session. For the time being it is assumed that no buffer size limitations of the streaming client need to be considered. 

The reasons are:

· Simplicity and best practice.

· To get an upper bound for the possible performance improvements.

· Considered clips are short. They will thus fit into the memory of a decent client.

A comparison of this scenario to “download” is only valid  in the sense that the transmission rate behaviour would look similar to the case where we download something over TCP, since TCP would also try to fully utilize the link. In that sense, it's quite acceptable to have this particular scenario covered as well since “progressive download” is just another technique, which could be used to offer streaming services.

The streaming server as well as the transmission rate over the radio interface is larger than the play-out rate at the client; the client buffer can constantly be filled increasing its size to values larger than BINIT. This scenario is expected to result in an even higher robustness of the streaming service against link outages..  It is also assumed that if the link outage time lasts longer than a predefined time, the Streaming server  stops sending further packets.( this controlled by application level signalling)  Both the re-buffering process and the Arrival process will start when the link becomes available again.. 
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Figure 3: Scenario 3, Evolution of buffer size during streaming session

2.5 Performance measures

The queuing model is used to recommend appropriate sizes of the buffer at the streaming client and the initial buffer size BINIT.  Play-out would not start before the buffer at the client site has reached BINIT. A well-dimensioned buffer is supposed to guarantee a seamless streaming session despite of link interruptions occurring due to cell update and RA update procedures.

3 Analysis of results from scenario 2

The simulation results presented in this section have been derived for scenario 2, which is characterized by a client buffer size limited to Binit and a link rate higher than the play-out rate of the streaming content. The latter characteristic allows re-filling the client buffer after it had been drained due to a link outage.

The cases considered for the simulations are:

· Study the impacts of the cell update and RAU procedures on the quality of service. 
(i.e RAU only  or Cell change only).

· Study of the behaviour of the Client buffer size when the link bit rates are increased.
The link rate has been increased to 120% percent of the play-out of the streaming content.

· Reduction of the link outages.
The duration of the outages occurring during a cell change or routing area update have been reduced to lower values, which are regarded as theoretical possible values in GERAN Rel-5 [3], [4] assuming no errors or re-transmissions.

Section 3.4 contains simulation results for a scenario which allows the client buffer to increase to larger values than Binit. While the simulation results have already been presented in [1], more background information is given to motivate this scenario.

3.1 Investigations of isolating the impact of the RAU and Cell update procedures

The link outages considered in [1] and [2] were either caused by a cell change or a combined cell change and routing area update procedure. Cell change only appears more frequently, but result in shorter link outages than the combined cell change and routing area update procedures. The purpose of the investigation described in this section is to determine which of these two types of link outages are more harmful to the streaming service quality.

In the first investigation the routing area updates do not occur. Link outages are thus only caused by cell changes. The time between the cell changes is kept in order to allow a comparison to the results presented in [2] (see Table 1).

3.1.1 Cell Change interruptions only

The results of this analysis are depicted in Figure 4. It can be seen that the buffer size of the streaming client can be chosen much smaller in this scenario, as the length of the link outages are shorter now.

	Parameter
	Value
	Unit

	Time between cell changes
[Capped normal distribution]
	Average
	60
	Seconds

	
	Standard deviation
	25
	-

	
	Minimum
	5
	Seconds

	Interruption time at cell change
[Shifted Rayleigh distribution]
	Average
	1.5
	Seconds

	
	Shift
	0.5
	Seconds

	Duration of the streaming session
	30, 60, 120, 240
	Seconds

	Max link rate compared to play-out rate
	110
	Percent

	Number of simulations
	200 * 104
	-


Table 1: Simulation parameters for calculation of link outages (Results shown in Figure 4)

 The frequency at which the outages occur is less problematic. The link rate, which is 10 % larger than the play-out rate, allows the client buffer to be re-filled with data corresponding to 6 seconds of played content within 60 seconds of link availability. Thus, for most cases the client buffer can be assumed to have reached Binit when a link outage occurs.

The availability of 6 seconds of content (assuming that Binit was not chosen to be smaller) is sufficient to overcome the outages caused by cell changes. If on the other hand a RAU is invoked, the resulting link outage is too long to be overcome by a small client buffer. As can be seen in Figure 4, the buffer has to be dimensioned to store much more data to overcome those link outages.

The analysis thus shows that the long outages occurring during the RAU procedure are more difficult to overcome, although they are assumed to take place less frequent than the cell change procedures. Both RAU and Cell update procedure graphs are illustrated in the diagrams to ease the comparison with the results from [2] 
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Figure 4: CDF of streaming session success rate in case no RAU compare to the case were RAU occur

	Session length
	RAU considered
	No RAU

	
	90%
	95%
	98%
	90%
	95%
	98%

	30 seconds
	1.0
	2.2
	3.5
	0.9
	2.1
	2.8

	1 minute 
	3.6
	10.8
	14.6
	2.8
	3.2
	3.8

	2 minutes
	12.5
	15.2
	18.5
	3.4
	3.8
	4.3

	4 minutes
	16.1
	19.1
	>20
	3.9
	4.3
	4.7


Table 2: Simulation results for the estimation of buffer sizes resulting in certain streaming sessions success rates

3.1.2 RAU interruptions only

In a second investigation only RA updates are considered, i.e. the cell changes don’t result in any link outages. The simulation parameters are summarized in Table 3.

	Parameter
	Value
	Unit

	Time between cell changes
[Capped normal distribution]
	Average
	60
	Seconds

	
	Standard deviation
	25
	-

	
	Minimum
	5
	Seconds

	Interruption time at RA change
[Shifted Rayleigh distribution]
	Average
	7
	Seconds

	
	Shift
	5
	Seconds

	Duration of the streaming session
	30, 60, 120, 240
	Seconds

	Max link rate compared to play-out rate
	110
	Percent

	Number of simulations
	200 * 104
	-


Table 3:  Simulation parameters for calculation of link outages (Results shown in Figure 5)
The results obtained for this scenario show that the streaming service performance improves for small buffer sizes. If the more frequent cell changes are considered (reference scenario taken from [2]) the resulting link outages decrease the streaming session success rate when the buffer size is too small to overcome those periods. This explains the differences of the results obtained for this scenario when comparing them to the original scenario 2 presented in [2]. The longer link outages caused by the RAU procedure can only be overcome by larger buffer sizes implemented at the streaming client. Buffer sizes smaller than 5 seconds would be exhausted by any occurrence of an RAU. The session success rate can, for those cases, be estimated by calculating the probability of an RAU to occur within the assumed session length.
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Figure 5: CDF of streaming session success rate in case only RAUs occur compared to earlier case

	Session length
	Cell Change considered
	Only RAU

	
	90%
	95%
	98%
	90%
	95%
	98%

	30 seconds
	1.0
	2.2
	3.5
	<0.2
	<0.2
	<0.2

	1 minute 
	3.6
	10.8
	14.6
	<0.2
	10.7
	14.4

	2 minutes
	12.5
	15.2
	18.5
	12.5
	15.4
	18.4

	4 minutes
	16.1
	19.1
	>20
	16.1
	19.0
	>20


Table 4: Simulation results for the estimation of buffer sizes resulting in certain streaming sessions success rates
3.2 Link rate increased to 120% of the play-out rate

In [2], the link rate had been assumed to be 10 % larger than the play-out rate of the content in [2]. The amount the link rate is higher than the play-out rate determines the time required to re-fill the client buffer after it has been drained to overcome a link outage. In this section the gain of a link rate increased to 120% of the play-out rate has been investigated. The outage durations and the frequency at which cell changes and RA updates occur has not been changed.

	Parameter
	Value
	Unit

	Time between cell changes
[Capped normal distribution]
	Average
	60
	Seconds

	
	Standard deviation
	25
	-

	
	Minimum
	5
	Seconds

	Interruption time at cell change
[Shifted Rayleigh distribution]
	Average
	1.5
	Seconds

	
	Shift
	0.5
	Seconds

	Interruption time at RA change
[Shifted Rayleigh distribution]
	Average
	7
	Seconds

	
	Shift
	5
	Seconds

	Probability of RA change at cell change [Bernoulli distribution]
	Probability
	15%
	-

	Max link rate compared to play-out rate
	120
	Percent

	Duration of the streaming session
	30, 60, 120, 240
	Seconds

	Number of simulations
	200*104
	-


Table 5: Simulation parameters for calculation of link outages (Results shown in Figure 6)

The results obtained for this set-up are summarized in Figure 6 and Table 6. It can be seen that the increase of the link rate results only in small quality improvements for the streaming service. While for small buffer sizes and shorter clip lengths hardly any improvement is reached. A small increase for the streaming session robustness is possible for longer clip rates and larger buffer sizes.
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Figure 6: CDF of streaming session success rate in case of a link rate 20% larger than the play-out rate
	Session length
	10% higher link rate
	20% higher link rate

	
	90%
	95%
	98%
	90%
	95%
	98%

	30 seconds
	1.0
	2.2
	3.5
	1.0
	2.2
	3.6

	1 minute 
	3.6
	10.8
	14.6
	3.6
	10.7
	14.4

	2 minutes
	12.5
	15.2
	18.5
	12.5
	15.2
	18.3

	4 minutes
	16.1
	19.1
	>20
	15.4
	17.8
	>20


Table 6: Simulation results for the estimation of buffer sizes resulting in certain streaming sessions success rates
3.3 Reduced link outages

The duration of the link outages caused by cell update and RA update procedures has up to here, been chosen according to the values provided in [1]. Those values might be considered realistic for existing system (R-99). In this chapter the performance of the Streaming services have been studied using best-case values based on theoretical calculations done for Rel-5 systems in [3], [4]. We have modified the corresponding parameters to reflect these assumption and repeated the simulations to estimate the improvements of the streaming service quality arising from the reduced outage times. The frequency at which cell changes or RA updates occur has not been changes as these are determined by the users mobility pattern and the cell layout.

	Parameter
	Value
	Unit

	Time between cell changes
[Capped normal distribution]
	Average
	60
	Seconds

	
	Standard deviation
	25
	-

	
	Minimum
	5
	Seconds

	Interruption time at cell change
[Shifted Rayleigh distribution]
	Average
	0.7
	Seconds

	
	Shift
	0.3
	Seconds

	Interruption time at RA change
[Shifted Rayleigh distribution]
	Average
	1.5
	Seconds

	
	Shift
	1
	Seconds

	Probability of RA change at cell change [Bernoulli distribution]
	Probability
	15%
	-

	Max link rate compared to play-out rate
	110
	Percent

	Duration of the streaming session
	30, 60, 120, 240
	Seconds

	Number of simulations
	200*104
	-


Table 7: Simulation parameters for calculation of link outages (Results shown in Figure 7)

The simulation results show that the lowered outage times result in large improvements for the streaming service quality assuming a constant client buffer size. On the other hand the client buffer size can be chosen much smaller to reach a similar service quality. The time a user has to wait until play-out of the streaming content starts is substantially reduced in these cases.

The results motivate all efforts necessary to reduce the link outages to the values assumed for this simulation scenario. The perceived streaming service quality can be substantially improved by minimizing the outage times as both the streaming service robustness and the buffering times can be reduced.
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Figure 7: CDF of streaming session success rate in case of reduced link outages
	Session length
	Standard link outages
	Reduced link outages

	
	90%
	95%
	98%
	90%
	95%
	98%

	30 seconds
	1.0
	2.2
	3.5
	0.6
	1.2
	1.8

	1 minute 
	3.6
	10.8
	14.6
	1.8
	2.3
	3.2

	2 minutes
	12.5
	15.2
	18.5
	2.7
	3.3
	3.9

	4 minutes
	16.1
	19.1
	>20
	3.3
	3.8
	4.4


Table 8: Simulation results for the estimation of buffer sizes resulting in certain streaming sessions success rates
3.4 Scenario 3: (simulation efforts will be presented in the next meeting)

Link rate ( Server rate > Play-out rate

To increase the robustness of streaming application, the client buffer size has to be maximised in order to overcome the long link outages introduced by the RAU procedure. A large client buffer that has to be filled before the play-out of the streaming content can start, is though problematic, as it will lead to long waiting times for the user at session start. It thus might be a good compromise to start play-out of data, when a certain minimum buffer size has been reached, which is supposed to give reasonable robustness. After the play-out has started the amount of buffered data should still be increased making use of the fact that the link deployed provides a higher data-rate than the play-out rate. 

We intend to continue our investigations of this scenario, referred to as scenario 3 in [2]. Following the received comments, we will limit the buffer size also in this scenario to a maximum level. This leads to one additional parameter for this row of investigations.

4 Conclusions

The investigation and simulation results presented in this paper indicate that the RA update procedures and the long link outages caused by this procedure threaten the streaming service performance the most. The key focus for the bearer design should thus be a reduction of the link outage times to a minimum level. This is also supported by the significant improvements gains seen in chapter 3.3. when shorter link outage times are used.  

The most appropriate buffering strategy and optimised buffer sizes can be determined once the link outages have been reduced to the lowest possible level. Further studies are needed to investigate how much any application improvement (like scenarios 3) can improved the Streaming performance. It is expected however that improvements possible on this level (application level) are expected to provide less gains to the Streaming performance than any improvement made on bearer level.
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