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Architecture for a Flexible Layer One

1. Introduction

A Flexible Layer One (FLO) based on the same principles that are used in UTRAN, was proposed for GERAN [1]. Through several enhancements such as reduced granularity and flexible interleaving, the radio bearers offered by FLO would not only fulfil most of the IMS requirements in terms of flexibility and performance [3], but also greatly improve the link level performance of RT IMS services compared to Release 5 [2]. This paper is an update of a previous contribution [4], that includes more details, performance studies and specification alike descriptions.

2. background

In GERAN today, the MAC Layer is responsible for the mapping between the logical channels (traffic or control channels) and the basic physical subchannels (Dedicated Basic Physical SubCHannel or Shared Basic Physical SubCHannel) [5]. The logical channels are the channels the physical layer offers to the MAC layer. Until now these logical channels and the mapping to the basic physical subchannels have been fully specified in GSM/EDGE standards and therefore the functionality in the MAC layer is relatively simple. 

A different approach has been taken in UTRAN, where instead of providing logical channels the physical layer offers Transport Channels (TrCH), which can be used by the MAC layer [5]. Basically a transport channel can be used to transmit one flow over the air interface. A number of transport channels can be active at the same time and multiplexed at the physical layer. The transport channels are configured at call setup by the network.

The concept of transport channels used in UTRAN is proposed to be used in GERAN i.e. the physical layer offers one or several transport channels to the MAC layer.  Each of these transport channels can carry one flow having a certain Quality of Service (QoS). A number of transport channels can be multiplexed and sent on the same physical subchannel thereby making it possible to have different protection on different classes of bits for instance. 

The configuration used on a transport channel i.e. the number of bits, coding, interleaving etc. is denoted the Transport Format (TF) . As in UTRAN, a number of transport formats can be associated to one transport channel. For instance in AMR, the class 1a bits have their own TrCH, with one transport format configured per AMR mode. The configuration of the transport formats is completely controlled by the network and signalled to the mobile at call setup. In both the mobile and the BTS, the transport formats are used to configure the encoder and decoder units. When configuring a transport format the network can choose between a number of predefined CRC lengths and code types. For each of the transport channels, a given number of transport formats are configured at call set-up. 

Transport blocks (TB) are exchanged between the MAC layer and the physical layer on a transport time interval (TTI) basis (e.g. 20ms). For each transport block a transport format is chosen and indicated through the transport format indicator (TFI). In other words, the TFI tells which channel coding to use for that particular transport block on that particular TrCH during the TTI.

Only some combinations of the transport formats of the different TrCH are allowed. A valid combination is called a Transport Format Combination (TFC). When transport formats are combined in a TFC the sum of the output bits adds up to the total number of available bits in a radio block on the basic physical sub-channel e.g. 464 for GMSK full rate channels. The set of valid TFCs on a physical sub-channel is called the Transport Format Combination Set (TFCS).

In order to decode the received sequence the receiver needs to know the active TFC for a radio block. This information is transmitted in the Transport Format Combination Indicator (TFCI) field. This field is basically a layer 1 header and has the same function as the stealing bits today. Each of the TFC within a TFCS are assigned a unique TFCI value and when a radio block is received this is the first thing to be decoded by the receiver. From the decoded TFCI value the transport formats for the different transport channels are known i.e. the actual decoding can start.

The following table lists the main differences between a flexible layer one approach and the one that has been used so far in GSM/EDGE:

	So Far
	FLO

	logical channels
	transport channels (TrCH)

	speech frames (AMR)
RLC blocks (EGPRS)
data frames (ECSD)
block of info bits (SACCH)
	transport blocks


	exchange rate that depends on the logical channels
	a Transport Time Interval (TTI)
is set for each TrCH

	coding scheme
	Transport Format (TF)

	coding scheme is fixed 
for each logical channel
	TF is configured for each TrCH

	only one logical channel
at a time
	combine several TrCHs at 
the same time : Transport Format Combination (TFC)

	coding scheme is given 
by the stealing bits
	transport formats of the TrCHs of the TFC are indicated by the 
Transport Format Combination Indicator (TFCI)


Table 1. Terminology Differences
3. Proposed architecture

Figure 1 presents the proposed architecture for a GERAN flexible layer one. Although it is inspired by the architecture that was standardised for the UL in UTRAN [5] [7], it is much more simple.

In the following sections, each block of the architecture is explained in details.
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Figure 1. FLO Architecture
Transport Blocks

Every Transport Time Interval, one and only one transport block is delivered to the physical layer on each active TrCH. 

3.1 CRC Attachment

3.1.1 Overview

Error Detection is provided on each transport block through a CRC. The size of the CRC to be used is fixed on each TrCH and configured by RRC (semi static attribute of the transport format). The entire transport block is used to calculate the parity bits. Code blocks are output from the CRC attachment.

· Input:
Transport Block (one every TTI)

· Output:
Code Block (one every TTI)

3.1.2 Configuration

CRC sizes of 0 (no error detection), 6 (as in AMR), 12 (as in EGPRS) and 24 bits (as in UTRAN) can be used in order to fulfil the residual BER QoS requirements specified in [8]. The resulting RBER performance are given in Table 2 below:

	CRC size
	RBER

	24
	6.10-8

	12
	2.10-4

	6
	2.10-2


Table 2. RBER for different CRC sizes
3.1.3 Description for 45.003

Error detection is provided on transport blocks through a Cyclic Redundancy Check (CRC). The size of the CRC to be used is 24, 12, 6 or 0 bits and it is signalled from higher layers for each TrCH.

Transport blocks are delivered to the CRC attachment block. They are denoted by 
[image: image2.wmf]i

D

i

i

i

i

d

d

d

d

,

3

,

2

,

1

,

,...,

,

,

 where i is the TrCH number and Di is the number of bits in the transport block.

The whole transport block is used to calculate the CRC parity bits. The parity bits are generated by one of the following cyclic generator polynomials:

-
gCRC24(D) = D24 + D23 + D6 + D5 + D + 1;

-
gCRC12(D) = D12 + D11 + D10 + D8 + D5 + D4 + 1

-
gCRC6(D) = D6 + D5 + D3 + D2 + D1 + 1

Denote the parity bits by 
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. Li is the number of parity bits (size of the CRC) and can take the values 24, 12, 6, or 0 depending on what is signalled from higher layers.

The encoding is performed in a systematic form, which means that in GF(2), the polynomial:
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-
when divided by gCRC24 yields a remainder equal to : 0

-
when divided by gCRC12 yields a remainder equal to : 

1 + D + D2 + D3 + D4 + D5 + D6 + D7 + D8 + D9 + D10 + D11 + D12
-
when divided by gCRC6 yields a remainder equal to : 

1 + D + D2 + D3 + D4 + D5.

The result of CRC attachment is a code block of Ui bits {
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for k = 1,2,3,…,Ai
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for k = Ai+1,Ai+2,…,Ai+Li

Note that if no transport blocks are input to the CRC calculation, no CRC attachment shall be done.

3.2 Channel Coding

3.2.1 Overview

After CRC attachment, the code blocks are processed through channel coding, producing encoded blocks. The channel coding to be used is chosen by higher layer (RRC) and can only be changed through higher layer signalling (semi-static attribute of the transport format). In practise it is fixed for each TrCH. This means that for AMR, the same channel coding is used for all the modes, and rate matching simply adjusts the code rate by puncturing or repetition (see §3.8). 

· Input:
Code Block (one every TTI)

· Output:
Encoded Block (one every TTI)

3.2.2 Configuration

In UTRAN, turbo codes are used. Gains of turbo code are visible for low target BER only. Around 1% of target BER the performance are similar to convolutional codes. Since the primary targets of the FLO are RT services of which the target BER is around 1%, turbo codes are most probably not needed at the beginning. Focus is therefore laid on convolutional coding.

To define the convolutional coding it is proposed to reuse the existing generator polynomials and only non-recursive non-systematic codes as in UTRAN since non-recursive non-systematic codes are much easier to process through rate matching.

Simulations were run in order to assess which mother codes are the most appropriate for GERAN. Table 3 and Table 4 summarise the link level performance of different coding rates for different mother codes (figures available in Annex A). In Table 3 the losses between a coding rate achieved with mother code(s) + repetition/puncturing, and a direct convolutional code are given for coding rates below 1/2. For instance there is a 0.4dB loss at 1% of BLER between a direct 1/8 convolutional code and the repetition of a convolutional code of rate 1/2. In  Table 4, the link level performance of coding rates above 1/2 is given for different mother codes. For instance a coding rate 0.66 requires an 11.9dB of C/Ico when obtained from the puncturing of a mother code of rate 1/3.

The first conclusion that can be drawn from Table 3 is that there is no need to define mother convolutional codes of which the rates are below 1/6. As a matter of fact it can be seen that below 1/6, repetition is enough since it provides similar performance. The second conclusion is that with one mother code of rate 1/4, all coding rates between 1/8 and 1/2 can be obtained through repetition and puncturing without loosing more than 0.2dB. This has great benefit in terms of complexity reduction.

For coding rate above 1/2, Table 4 shows that the mother code that performs best is 1/2. Mother codes of rate 1/3 and 1/4 have 0.3 and 0.4dB poorer performance for coding rate 0.33 and 0.75 respectively.

For best performance, it is therefore proposed to have two mother codes:

· Convolutional coding of rate 1/4

· Convolutional coding of rate 1/2

	Mother Codes
	Coding Rate

	
	1/8
	1/6
	1/5
	1/4
	1/3
	1/2

	1/2, 1/3, 1/4 and 1/6
	0
	0
	0.1
	0
	0
	0

	1/2, 1/4 and 1/6 only
	0
	0
	0.1
	0
	0.2
	0

	1/2 and 1/4 only
	0
	0
	0.1
	0
	0.1
	0

	1/4 only
	0
	0
	0.1
	0
	0.1
	0.2

	1/3 only
	0.2
	0
	0.2
	0.3
	0
	0.2

	1/2 only
	0.4
	0.4
	0.4
	0.6
	0.7
	0


Table 3. Link Level Performance Loss at 1% BLER 
Diagonal Interleaving 8 (C/Ico - TU3iFH - 900MHz)
	Coding Rate
	0.33
	0.75

	from 1/2
	11.6
	13.5

	from 1/3
	11.9 / +0.3
	13.9 / +0.4

	from 1/4
	11.9 / +0.3
	13.9 / +0.4


Table 4. Link Level Performance at 1% BLER 
Diagonal Interleaving 8 (C/Ico - TU3iFH - 900MHz)
The no coding option being available in UTRAN, simulations were run in order to asses whether a similar option is needed in GERAN or not (figures available in Annex B). Table 5 compares the link level performance of the no coding option with the one of a 1/1 coding rate obtained from puncturing of mother codes (figures available in Annex B). It clearly appears that while the no coding option decreases the performance when the BLER is the criteria, it improves the performance a lot when the BER is the criteria. At 0.1% of BER, there is a 6.3dB improvement compared to the cases where the 1/1 coding rate is obtained through puncturing of mother codes. As in UTRAN the no coding option is therefore needed.

	Coding Rate
	1% BLER
	0.1% BER

	1/1 (no coding)
	26.8
	22.1

	1/1 from 1/2
	25.5 / -1.3
	28.4 / +6.3

	1/1 from 1/3
	25.5 / -1.3
	28.2 / +6.3

	1/1 from 1/4
	25.5 / -1.3
	28.2 / +6.3


Table 5. Link Level Performance 1/1 Coding Rate 
Rectangular Interleaving 4 (C/Ico - TU3iFH - 900MHz)
3.2.3 Description for 45.003

The channel coding scheme to be used is signalled from higher layers for each TrCH. The following ones can be applied to TrCHs:


- convolutional coding of rate 1/2 or 1/4


- no coding 

Code blocks are delivered to the channel coding block. They are denoted by 
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 where i is the TrCH number and Ui is the number of bits in the code block. After channel coding the bits are denoted by 
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(encoded blocks) where Ci is the number of encoded bits. The relation between uik and cik and between Ui and Ci depends on the channel coding scheme. 

Convolutional coding of rate 1/2

Before convolutional coding 6 tail bits with binary value 0 are added to the end of the code block:
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The block is then encoded with the 1/2 rate convolutional code defined by the following polynomials:


G4 = 1 + D2  + D3  + D5  + D6


G7 = 1 + D  + D2  + D3  + D6

resulting in an encoded block of Ci bits {
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for k = 0,1,…, Ui + 6; 

and ui,k = 0 for k < 1 

Convolutional coding of rate 1/4

Before convolutional coding 6 tail bits with binary value 0 are added to the end of the code block:
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The block is then encoded with the 1/4 rate convolutional code defined by the following polynomials:


G4 = 1 + D2  + D3  + D5  + D6


G5 = 1 + D  + D4  + D6


G6 = 1 + D  + D2  + D3  + D4  + D6


G7 = 1 + D  + D2  + D3  + D6

resulting in an encoded block of Ci bits {
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for k = 0,1,…, Ui + 6; 

and u,ik = 0 for k < 1
No Coding

When the no coding scheme is chosen by higher layer for a transport channel i, the channel coding block is transparent for transport channel i and consequently the encoded block is identical to the coded block:
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3.3 Radio segment equalisation

3.3.1 Overview

Radio frame size equalisation is padding the input bit sequence in order to ensure that the encoded block can be segmented in Si data segments of same size (see §3.6). 

3.3.2 Configuration

This block is a very simple one. In practise it just adds a few dummy bits at the end of the coded transport block whenever needed. Taking for instance a coded transport block 1234567 and a transmission time of 80ms, one dummy bit is added at the end of the transport block in order to ensure that it can be divided in 4 segments (4 radio blocks of 20ms): 12345678.

3.3.3 Description for 45.003

Radio segment size equalisation is padding the input bit sequence in order to ensure that the output can be segmented in Si radio segments of same size.

Encoded blocks are delivered to the radio segment equalisation block. They are denoted by 
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 where i is the TrCH number and Ci is the number of bits in the encoded block. After radio segment equalisation the bits are denoted by 
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where Ti is the number of bits. The output bit sequence is derived as follows:
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 is the number of bits per radio segment after size equalisation.

Note: when Si = 1, the radio segment equalisation block is transparent for transport channel i and consequently the output bit sequence is identical to the input one:
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3.4 First Interleaving

3.4.1 Overview

The first interleaver is a simple block interleaver with inter-column permutation. It is used when the transmission time is greater than the size of the radio block and is transparent otherwise. Its task is to ensure that no consecutive coded bits are transmitted in the same radio block. 

3.4.2 Configuration

The inter-column permutation is described in Table 6. Let us continue with the previous example 12345678. Since the transmission time was 80ms, 4 radio blocks are used on the physical channel and consequently 4 columns are used in the matrix. The input bit sequence is written into the matrix row by row (1); inter-column permutation is then performed (2) and finally, the output bit sequence is read column by column in the matrix (3) producing the interleaved bit sequence 15372648 (see Figure 2).

It is left for further study how many different cases should be supported, i.e. how many different transmission times to include in the specifications.

	Transmission Time
	Number of 
Segments
	Inter-column 
permutation patterns

	20ms
	1
	<0>

	40ms
	2
	<0,1>

	80ms
	4
	<0,2,1,3>

	160ms
	8
	<0,4,2,6,1,5,3,7>


Table 6. Inter-Column Permutation Pattern
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Figure 2. First interleaving example
3.4.3 Description for 45.003

The 1st interleaving is a block interleaver with inter-column permutations. The input bit sequence to the block interleaver is denoted by 
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where i is the TrCH number and Ti is the number of bits. Thanks to the radio segment equalisation Ti is guaranteed to be an integer multiple of the number of radio segments Si. After the 1st interleaving the bits are denoted by 
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. The output bit sequence is derived as follows: 

1) The number of column C1 of the matrix is equal to the number of radio segments Si. The columns of the matrix are numbered 0,1,…,C1-1 from left to right.

2) The number of rows R1 of the matrix is defined by:
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The rows of the matrix are numbered 0,1,…,R1-1 from top to bottom.

3) Write the input bit sequence into the R1 ( C1 matrix row by row starting with bit ti,1 in column 0 of row 0 and ending with bit ti,(R1(C1) in column C1-1 of row R1-1:
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4) Perform the inter-column permutation for the matrix based on the pattern 
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 shown in the table below, where P1C1(j) is the original position of the j-th permuted column. After permutation of the columns, the bits are denoted 
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5) Read the output bit sequence 
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 of the block interleaver column by column form the inter-column permuted R1 ( C1 matrix. Bit ai,1 corresponds to row 0 of column 0 and bit ai,T1 corresponds to row R1-1 of column C1-1.

Table 1. Inter-column permutation pattern

	Si
	Inter-column permutation pattern
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	1
	<0>

	2
	<0,1>

	4
	<0,2,1,3>

	8
	<0,4,26,1,5,3,7>


Note: when Si = 1, the 1st interleaving block is transparent for transport channel i and consequently the output bit sequence is identical to the input one:
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3.5 Segmentation

3.5.1 Overview

When the transmission time is longer than 20 ms, the input bit sequence is segmented and each Si radio segment is mapped onto one radio block (Si = Transmission time / 20ms). As a result, the input bit sequence is mapped onto Si consecutive radio blocks.

3.5.2 Configuration

This block is a very simple one. Following radio frame size equalisation the input bit sequence length is guaranteed to be an integer multiple of Si. Going back to our previous example, the bit sequence produces 4 radio segments 15, 37, 26 and 48. One can easily see that thanks to the first interleaver, the distance between coded bits is maximised and consequently no consecutive coded bits will be transmitted in the same radio block.

3.5.3 Description for 45.003

When the transmission time is longer than a radio block (Si > 1), the input bit sequence is segmented and mapped onto Si consecutive radio blocks. Following radio frame size equalisation the input bit sequence length is guaranteed to be an integer multiple of Si.

The input bit sequence is denoted by 
[image: image45.wmf]i

T

i

i

i

i

a

a

a

a

,

3

,

2

,

1

,

,...,

,

,

 where i is the TrCH number and Ti is the number of bits. The Si output bit sequences (radio segments) are denoted by  
[image: image46.wmf]i

i

i

i

i

N

n

i

n

i

n

i

n

i

b

b

b

b

,

,

3

,

,

2

,

,

1

,

,

,...,

,

,

 where:

- 
[image: image47.wmf]{

}

i

i

S

n

,...,

1

Î


radio segment number 

- 
[image: image48.wmf]i

i

i

S

T

N

/

=


number of bits per radio segment

The Si radio segments are defined as follows:


- 
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for ni = 1…Si; k = 1…Ni
For every transmitted radio block, the segmentation block delivers one radio segment per active transport channel to the rate matching block. An active transport channel is here defined as a transport channel for which there are some bits to be transmitted.

Note: when Si = 1, the segmentation block is transparent for transport channel i and consequently the output bit sequence is identical to the input one:
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3.6 Equalisation + First Interleaving + Segmentation

These three blocks are only really used when the transmission time is longer than 20 ms, and are actually transparent otherwise. For each encoded block, they produce Si radio segments (Si = Transmission time / 20ms):

· Input:
Encoded Block (one every TTI)

· Output:
Radio Segments (one every 20ms)

3.7 Rate Matching

3.7.1 Overview

The rate matching is the core of the flexible layer. It means that bits of a radio segment on a transport channel are repeated or punctured. Higher layers assign a rate matching attribute for each transport channel. This attribute is semi-static and can only be changed through higher layer signalling. The rate-matching attribute is used when the number of bits to be repeated or punctured is calculated, the higher the attribute the more important the bits (more repetition / less puncturing). Rate-matching attributes are only significant when compared between each other. For instance if the rate-matching attribute of TrCH(A) is 2, while the rate-matching attribute of TrCH(B) is 1, it simply means that TrCH(A) is “twice” more important than TrCH(B).

Since the block size is a dynamic attribute, the number of bits on a transport channel can vary between different transmission times. When it happens, bits are repeated or punctured to ensure that the total bit rate after TrCH multiplexing (see §3.9) is identical to the total channel bit rate of the allocated dedicated physical channels. Outputs from the rate matching are called radio frames. Every 20ms the rate matching produces one radio frame per radio segment, e.g. per TrCH. 

· Input:
Radio Segments (every 20ms)

· Output:
Radio Frames (every 20ms)

3.7.2 Configuration

The rate matching for GERAN is much simpler than the UTRAN one for several reasons:

· no spreading factor to take care of

· no compressed mode
 to bother with

· no special cases such as turbo codes to deal with

· many parameters of the UTRAN algorithm can be fixed either to 0 or 1

All these simplifications are included in the following section, which is indeed much simpler than the UTRAN one [7].

3.7.3 Description for 45.003

Rate matching means that bits of a radio segment on a transport channel are repeated or punctured. Higher layers assign a rate-matching attribute for each transport channel. This attribute is semi-static and can only be changed through higher layer signalling. The rate-matching attribute is used when the number of bits to be repeated or punctured is calculated.

The number of bits on a transport channel can vary between different transmission time intervals. When the number of bits between different transmission time is changed, bits are repeated or punctured to ensure that the total bit rate after TrCH multiplexing is identical to the total channel bit rate of the allocated dedicated basic physical channels.

The input bit sequences before rate matching (radio segments) are denoted by 
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 where i is the TrCH number and Ni is the number of bits. Only one radio segment per TrCH is delivered to the rate matching block.

Notation used:
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Round x towards -(, i.e. integer such that 
[image: image54.wmf]ë

û

x

x

x

<

£

-

1

.


[image: image55.wmf]x


Absolute value of x.
 I
Number of TrCHs in the CCTrCH
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Total number of bits that are available in a radio block for the CCTrCH.
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Number of bits in a radio segment before rate matching on TrCH i with transport format combination j.
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If positive number of bits that have to be repeated in a radio segment on TrCH i with transport format combination j in order to produce a radio frame.


If negative number of bits that have to be punctured in a radio segment on TrCH i with transport format combination j in order to produce a radio frame.


If null, no bits have to be punctured nor repeated, i.e. the rate matching is transparent and the content of the radio frame is identical to the content of the radio segment on TrCH i with transport format combination j.
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Semi-static rate matching attribute for transport channel i.

 eini
Initial value of variable e in the rate matching pattern determination algorithm.

 eplus
Increment of variable e in the rate matching pattern determination algorithm.

 eminus
Decrement value of variable e in the rate matching pattern determination algorithm.
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Intermediate calculation variable.

For each radio block using transport format combination j, the number of bits to be repeated or punctured (Ni,j within one radio segment for each TrCH i is calculated with the following equations:
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for all i = 1 … I
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for all i = 1 … I

For the calculation of the rate matching pattern of each TrCH i the following relations are defined:


eini  = 1


eplus  = 
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The rate matching rule is as follows:

if 
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-- puncturing is to be performed 

e = eini




-- initial error between current and desired puncturing ratio 

m = 1




-- index of current bit

do while 
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-- for each bit of the radio segment of TrCHi
e = e – eminus 


-- update error

if 
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 then


-- check if bit number m should be punctured

puncture bit bim
-- bit is punctured

e = e + eplus

-- update error

end if

m = m + 1


--  next bit

end do

else if 
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-- repetition is to be performed

e = eini




-- initial error between current and desired puncturing ratio 

m = 1




-- index of current bit

do while 
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-- for each bit of the radio segment of TrCHi
e = e – eminus 


-- update error

do while 
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-- check if bit number m should be repeated

repeat bit bi,m 

-- repeat bit

e = e + eplus

-- update error

end if

m = m + 1


--  next bit

end do

else





-- 
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do nothing



-- no repetition nor puncturing

end if.

For each TrCHi, the bit sequences output from the rate matching are denoted 
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, where i is the TrCH number and Vi is the number of bits in the radio frame of TrCH i (
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3.8 TrCH Multiplexing

3.8.1 Overview

Every 20 ms, one radio frame from each TrCH is delivered to the TrCH multiplexing according to the TFC. These radio frames are serially multiplexed into a coded composite transport channel (CCTrCH). 

· Input:
Radio Segments (every 20ms)

· Output:
CCTrCH (one every 20ms)

3.8.2 Configuration

Although this block is extremely simple it could increases the overall complexity quite much if no limitations were set on the amount of TrCHs to be multiplexed at the same time. As a first guess, we could say that there is probably no need to multiplex more than 4 different flows within the same radio block (e.g. RTCP Audio, RTP Audio, RTSP, HTTP).

3.8.3 Description for 45.003

For every transmitted radio block, one radio frame from each TrCH is delivered to the TrCH multiplexing. These radio frames are serially multiplexed into a coded composite transport channel (CCTrCH).

The input bit sequences to the TrCH multiplexing are denoted by 
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 where i is the TrCH number and Vi is the number of bits in the radio frame of TrCH i. The number of TrCHs is denoted by I. The bits output from TrCH multiplexing are denoted 
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 where Ndata  is the total number of bits that are available in a radio block for the CCTrCH (see rate matching section), i.e. 
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for k = 1,2,…,V1


[image: image79.wmf])

(

,

2

1

V

k

k

f

m

-

=



for k = V1 + 1,V1 + 2,…,V2


…



[image: image80.wmf]))

...

(

(

,

1

2

1

-

+

+

+

-

=

I

V

V

V

k

I

k

f

m


for k = (V1 + V2 + … VI-1 ) + 1, (V1 + V2 + … VI-1 ) + 2,…, (V1 + V2 + … VI-1 ) + VI

Note: when I = 1, the TrCH multiplexing block is transparent for the only radio frame of the only transport channel i and consequently the output bit sequence is identical to the input one:
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3.9 Second Interleaving

3.9.1 Overview

The second interleaver is a simple block interleaver, identical to the first one (see §) with a fixed Si of 4. 

· Input:
CCTrCH (one every 20ms)

· Output:
block of interleaved bits (one every 20ms)

At this point one may wonder what the advantages are of having two different interleavers in the flexible layer one. The advantages are twofold:

1) it allows for building any interleaving depth from 20ms to n*20ms, and

2) it allows for multiplexing several transport channels with different interleaving depth. For instance a streaming flow can be interleaved over a long period of time while the RTSP commands can be interleaved over one radio block only.

Note that the diagonal interleaving is explained in a companion contribution [10].

3.9.2 Description for 45.003

The 2nd interleaving is a block interleaver with inter-column permutations. The input bit sequence to the block interleaver is denoted by 
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 where Ndata  is the total number of bits that are available in a radio block. After the 2nd interleaving the bits are denoted by 
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. The output bit sequence is derived as follows: 

6) The number of column of the matrix is equal to the number of bursts in a radio block : 4

7) The number of rows R1 of the matrix is defined by:
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The rows of the matrix are numbered 0,1,…,R1-1 from top to bottom.

8) Write the input bit sequence into the R1 ( 4 matrix row by row starting with bit i1 in column 0 of row 0 and ending with bit i(R1(4) in column 3 of row R1-1:
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9) Perform the inter-column permutation for the matrix based on the pattern  
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 where P(j) is the original position of the j-th permuted column. After permutation of the columns, the bits are denoted 
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10) Read the output bit sequence 
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 of the block interleaver column by column form the inter-column permuted R1 ( 4 matrix. Bit i1 corresponds to row 0 of column 0 and bit iNdata corresponds to row R1-1 of column 3. After the TFCI mapping the bits are denoted by 
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3.10 TFCI Mapping

3.10.1 Overview

Before transmission the coded TFCI is mapped onto the radio block. The TFCI is the very first thing to decode to be able to read the content of the radio block. 

· Input:
block of interleaved bits (one every 20ms)

· Output:
radio block (one every 20ms)

3.10.2 Configuration

In UTRAN, the minimum size of the TFCI is 10 bits allowing a minimum of 1024 different transport format combinations on the same channel! Not only such a number is probably too high for GERAN but it would also increase the overhead quite much. It is therefore proposed to limit the TFCI size to 4 bits, allowing a maximum of 16 different transport format combinations on the same DBPSCH. In other words, for a single connection (without reconfiguration) it is proposed to have a maximum of 16 different channel coding and/or multiplexing possibilities at a time.

For the coding of the TFCI, a simple block code can be used as it has been for the stealing bits and the USF in [9]. Because the TFCI is the very first thing to decode, its coding should be strong and at least as strong as the strongest coding that is used for a TrCH. In order to assess how many bits should be used on every radio block for the coded TFCI, we assumed that the strongest coding that can be used for a TrCH is obtained with a single TrCH, of which the data rate is 5kbit/s.

Table 7 presents the link level performance of the coded TFCI compared to a 5kbit/s service using two different interleaving depths (figure available in annex C). It can be seen that on GMSK channels, 6 bits per burst are enough in order to transmit a 4 bits TFCI without limiting the performance of 5kbit/s services. If lower bit rates were needed, the amount of bits in the TFCI could simply be reduced, but the coded TFCI would still use 24 bits per radio block (6 bits per burst). In any case, since a 4 bits TFCI encoded into 24 bits, does not limit the performance of a 5 kbit/s TrCH, it should not limit the performance in general and consequently, a fixed size of 4 bits could always be used for the TFCI. A fixed size makes the TFCI easier to standardize, implement and test.

	TFCI
	Coded TFCI
	Performance
	Margin with 5kbit/s service

	
	
	
	20ms interl.
	40ms interl.

	2
	20
	2.1
	-4.5
	-2.5

	
	24
	1.6
	-5
	-3

	3
	12
	6.2
	-0.4
	1.6

	
	16
	4.2
	-2.4
	-0.4

	
	20
	3.3
	-3.3
	-1.3

	
	24
	2.8
	-3.8
	-1.8

	4
	20
	5.3
	-1.3
	0.7

	
	24
	3.8
	-2.8
	-0.8


Table 7. Link Level Performance at 1% BLER 
(C/Ico - TU3iFH - 900MHz)
3.10.3 Description for 45.003 (GMSK only)

The TFCI informs the receiver about the transport format combination of the CCTrCHs. As soon as the TFCI is detected, the transport format combination, and hence the transport formats of the individual transport channels are known.

The TFCI bit sequence is denoted by 
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 where Ndata is the total number of bits that are available in a radio block.

The TFCI information bits are first block coded into 24 bits denoted by 
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 according to the following table:

Table 1. TFCI coding
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	0,0,0,0
	1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1

	0,0,0,1
	1,1,1,1,1,0,1,0,0,1,0,0,0,0,0,1,1,1,1,1,1,1,0,0

	0,0,1,0
	1,1,1,0,0,1,0,1,0,0,1,1,0,0,0,1,1,1,0,0,0,0,1,1

	0,0,1,1
	1,1,1,0,0,0,0,0,1,0,0,0,1,1,1,1,1,1,0,0,0,0,0,0

	0,1,0,0
	1,0,0,1,1,1,0,1,1,0,0,0,1,0,0,1,0,0,1,1,0,0,1,1

	0,1,0,1
	1,0,0,1,0,0,1,1,0,0,1,0,0,1,1,1,0,0,1,1,0,0,0,0

	0,1,1,0
	1,0,0,0,1,0,0,0,1,1,1,1,0,1,0,1,0,0,0,0,1,1,1,1

	0,1,1,1
	1,0,0,0,0,1,1,0,0,1,0,1,1,0,1,1,0,0,0,0,1,1,0,0

	1,0,0,0
	0,1,0,1,1,1,0,0,0,0,0,1,0,1,1,0,1,0,1,0,1,0,1,0

	1,0,0,1
	0,1,0,1,0,0,1,0,1,0,1,1,1,0,0,0,1,0,1,0,1,0,0,1

	1,0,1,0
	0,1,0,0,1,0,0,1,0,1,1,0,1,0,1,0,1,0,0,1,0,1,1,0

	1,0,1,1
	0,1,0,0,0,1,1,1,1,1,0,0,0,1,0,0,1,0,0,1,0,1,0,1

	1,1,0,0
	0,0,1,1,0,1,0,0,1,1,1,0,0,0,1,0,0,1,1,0,0,1,1,0 

	1,1,0,1
	0,0,1,1,0,0,0,1,0,1,0,1,1,1,0,0,0,1,1,0,0,1,0,1

	1,1,1,0
	0,0,1,0,1,1,1,0,0,0,1,0,1,1,0,0,0,1,0,1,1,0,1,0

	1,1,1,1
	0,0,1,0,1,0,1,1,1,0,0,1,0,0,1,0,0,1,0,1,1,0,0,1


The coded TFCI bits and the input bit sequence are then mapped together on a 4 bursts radio block 
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4. Conclusion

An architecture for a FLO was presented. It is much simpler than the UTRAN one, and is flexible enough in order to fulfil the requirements of any RT IMS service in an efficient manner. In brief the simplifications compared to UTRAN are:

· same architecture in both uplink and downlink

· no blind detection of the TFCI

· TFCI limited to 4 bits

· only 4 TrCH can be multiplexed at a time

· no splitting over several physical channels

· only one transport block per TTI and therefore no concatenation of transport block, or code block code block segmentation

· no turbo codes an therefore no bit separation, or bit collection

· no compressed mode
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Annex A - Mother Codes
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Annex B - No Coding
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Annex C - TFCI Coding
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� Downlink DTX allowing the MS to perform link quality measurements.
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