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Speech Quality & Frame Stealing

1. Introduction

How many speech frames can be stolen without reducing the speech quality? A common understanding is of course: “not too many, not too often". But what does that mean exactly? The answer to that question is crucial when speech frames must be stolen in order to convey urgent data (e.g. urgent radio link control messages or SIP messages). The purpose of this document is to find an answer to that question. 

This document presents an overview and the results of experiments carried out to evaluate speech quality effect caused by frame stealing. GSM radio protocols implement Fast Associated Control CHannel (FACCH) by replacing some of the speech frames with control data; this operation is referred as frame stealing. Frame stealing needs to be used e.g. to deliver urgent radio link control messages. It is also the method to be used in GERAN PS speech services to enable mid-call (SIP) signaling with reasonably small delay.

The study included preparation of AMR processed demo/test samples with frame stealing applied. The quality assessment was performed in two main parts: the first phase was an informal expert listening to a large group of demo samples. After this a second informal expert listening test was carried to assess the effects of fine-tuning of proposed schemes. Finally the transmission delays were also analyzed in order to choose a possible best trade-off between speech quality and transmission delays.

2. Background

2.1 Speech signal fine structure

The speech signal includes sections of different type by nature. In a conversation typically only one of the parties is talking at a time, and this introduces structure of alternating talking and listening (active / non-active) periods for the speech signal at high level. This also implies that on the average the signal contains actual speech information at most 50% of the time. Additionally, there is also finer structure, typically speech signal contains non-active periods between sentences, between words, and in some cases even between phonemes within a word. 

Furthermore, also the active speech can be further classified into different sub-categories. Typical classification would be division to voiced (periodic) and unvoiced (noise-like) classes. GSM speech codecs (e.g. AMR) process the speech in 20ms frames, and in many cases the whole frame can be classified either as voiced frame or unvoiced frame. However, usually transition from unvoiced to voiced (or vice versa) happens relatively quickly and in many cases 20ms frame introduces long enough duration to include both unvoiced and voiced part. Thus, the transition between unvoiced and voiced introduces third class, transient speech (or transient frame). Furthermore, we can still consider also a fourth class, so called onset frame, which means the frame contains the start of an active speech period after a non-active period.

2.2 Transmission errors

Transmission conditions provided by a radio link, such as GSM, typically introduce some transmission errors on the radio path. In receiver point of view this implies that some of the received frames are either corrupted or even totally erased. Because in principle even very short interruptions cause annoying artifacts in the reconstructed speech signal, the speech codecs designed to operate in error prone conditions are equipped with Bad Frame Handling (BFH) algorithms to minimize the effect of corrupted and/or lost frames. BFH typically exploit the stationary nature of speech signal by extrapolating the parameters of the corrupted/erased frame based on preceding valid frames. This kind of error concealment technique works well when only a short period of speech needs to be replaced, but when several consecutive frames or relatively large amount of frames within a short time period are missing, the estimation of lost frames becomes more difficult and also the result of the error concealment is less good.

There is also an additional effect caused by a frame erasure. The effective speech compression (and decompression) is partially based on strong dependencies between successive speech frames. E.g. in AMR the speech codec operates as a kind of state machine, and many of the transmitted speech parameters are coded relative to the current state. The state in the encoder is updated with each transmitted frame, and decoder state is similarly updated with each received frame. When a frame erasure occurs, in addition to actual lost frame the speech quality degradation effect also propagates to the next few frames because the synchronization between encoder and decoder states is temporarily lost and therefore decoding of some of the parameters fails. Although BFH can mask this effect partially, it takes few frames after a loss until the state of the decoder gets re-synchronized with the encoder and speech quality returns to the 'normal' level.

2.3 Frame types & contribution to subjective quality

As described in 2.1, the speech signal can be classified to different types of frames. It has been noticed that different frame types have in general different contribution to the subjective speech quality, i.e. some of the frames are more important than some other ones. Naturally frames carrying data for non-active signal are not considered to have significant contribution on speech quality. Thus, usually losing a frame or even several (consecutive) frames of a non-active period does not generally degrade speech quality. 

Also some of the frames containing active speech are more important to the subjective speech quality than some other ones. Unvoiced frames are typically noise-like and carry relatively little spectral information. If lost, this kind of frames can be compensated without noticeable effect, as long as the energy level of the signal remains relatively constant. Voiced frames typically contain clear periodic structure with distinct spectral characteristics. Since voiced signal usually remains constant (or introduces constant slight change in structure), if lost, also voiced frames can be relatively effectively compensated with extrapolation based BFH by repeating (or slightly adjusting) the structure from the previous frame. Thus, as long as too many several frames are not missing (in many cases more than two missing frames tend to cause audible distortion to the output signal), the BFH can conceal lost unvoiced and voiced frames quite effectively without annoying quality degradation.

However, the remaining frame types introduced in 2.1, transient and onset frames are clearly more difficult cases for BFH. This is rather natural, since BFH tries to exploit stationarity of speech by using extrapolation, but these frame types introduce sudden change in signal characteristics that is impossible to predict. Therefore losing a transient or onset frame will almost always lead to audible short-term speech quality degradation.

2.4 Frame stealing & speech quality

In the speech decoder point of view naturally also the frames stolen for signaling purposes are seen as erased frames and must be handled in a similar way. Therefore, it must be assumed that frame stealing will in many cases cause short-term speech quality degradation.  Considering the different subjective contribution of different types of frames and error propagation discussed above, the distribution of stolen frames might make a difference in short term speech quality. Especially if the number of frames to be stolen is relatively high, it might make sense to distribute the stealing over slightly longer period of time instead of always stealing consecutive speech frames. While distributed stealing is likely to improve speech quality, the drawback is that it will take somewhat longer time to deliver the message. The trade-off between speech quality and message delivery speed must be considered for type of signaling in question.

3. Frame stealing schemes for Subjective evaluation

Evaluating overall speech quality degradation caused by frame stealing is quite difficult task. Because of the highly subjective nature of quality degradation caused by frame stealing, listening to this effect is the most (if not only) reliable way for quality evaluation. Furthermore, in order to get results that are valid in general case we need to evaluate the quality in such a way that large enough set of input speech material and different locations of frame stealing are covered to have an representative enough subset of all possible cases. 

Subjective speech quality must always be evaluated as a comparison to an accepted and well-known reference. Therefore it is practically impossible to approach this problem by trying to simply find out what is the acceptable amount of stolen frames in order to sustain good speech quality. As described above, the quality degradation caused by stealing is heavily dependent on which kinds of frames get erased. Even when stealing small number of frames at a time, there is always certain amount of cases where the stealing will inevitably cause very annoying short time quality degradation.

To somehow limit the scope of the problem, we chose an approach where we select the size of the message to be delivered (as number of frames) by stealing. Each stealing scheme chosen for the evaluation was characterized by three parameters:

1. Total number of frames to be stolen for a message (K)

2. Size of stealing sub block, i.e. number of successive stolen frames (N)

3. Gap between stealing sub blocks (M)

Thus, we steal a block of K frames in such a way that we always take sub blocks of N successive frames with M normally delivered speech frames in between. From this point on a stealing scheme is denoted by these parameters as (K,N,M). As an example, Figure 1 illustrates the stealing scheme (6,2,4).
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Figure 1. Example about frame stealing scheme

This way we can prepare sets of different stealing schemes that can be easily ranked simply by directly comparing the observed quality between different schemes since they enable transmission of equal amount of signaling data. By stealing transmission capacity from one 20ms GSM speech frame we get room for 20 bytes of signaling information.

Because one frame represents 20ms of speech, total time required to deliver a message using scheme (K,N,M) can be calculated by (including interleaving delays on full rate speech traffic channel):

T(ms) 
= 
[ M * div( (K-1), N ) + K + 1 ] * 20

If we again take the example with (6,2,4), we will get transmission time :

T(ms) 
= 
[ 4 * div( (6-1), 2 ) + 6 + 1 ] * 20


=
[ 4 * 2 + 6 + 1 ] * 20


= 
300 ms

To limit the scope of the problem into manageable size, at the first phase we decided only to consider cases with relatively small stealing blocks. We selected block sizes (K) 4 and 8 (80 and 160 bytes, respectively) for evaluation. These sizes are assumed to represent typical sizes of compressed SIP messages [1]. Selection of two remaining parameters N and M still leave lot of room to play with and it is naturally impossible to cover all possible combinations. The initial set selected for listening experiments is presented in Table 1. Please note that this set is definitely not complete either for K=4 or K=8, the schemes selected for evaluation are ones that intuitively seemed to give reasonable coverage of different ways to distribute the stealing while still not causing unreasonable delay.

	Stealing scheme
	Transfer Delay  (TCH/F)

	(4,4,0)
	100 ms

	(4,2,2)
	140 ms

	(4,2,4)
	180 ms

	(4,2,8)
	260 ms

	(4,2,16)
	420 ms

	(4,1,1)
	160 ms

	(4,1,2)
	220 ms

	(4,1,4)
	340  ms

	(4,1,8)
	580  ms

	(8,8,0)
	180 ms

	(8,4,4)
	260 ms

	(8,4,8)
	340 ms

	(8,4,16)
	500 ms

	(8,2,2)
	300 ms

	(8,2,4)
	420 ms

	(8,2,8)
	660 ms

	(8,1,1)
	320 ms

	(8,1,2)
	460 ms

	(8,1,4)
	740 ms

	(8,1,8)
	1300 ms


Table 1. Set of evaluated stealing schemes

4. listening Experiments

The speech material for listening was prepared by applying selected frame stealing (loss) patterns over an AMR (at 12.2 kbit/s) encoded speech frame stream. We used standard AMR floating-point software simulation for encoding and decoding of data [2]. The decoder was equipped with BFH algorithm included in the reference implementation. Simple frame error insertion tool together with frame loss pattern files prepared for this purpose were used to simulate frame erasures to model the effect of frame stealing.

4.1 Informal expert listening - Part One

4.1.1 Listening set-up

The informal expert listening consisted of listening to a set of one-minute demo samples. The speech material used for these samples consisted of several different sentences from several different speakers, both in silent and background noise conditions. Length of each sentence within the sample was around 3-4 seconds. In each of the demo samples one of the selected stealing schemes was applied in exactly two seconds intervals throughout the sample. Although this is considered far too high frequency for frame stealing for signaling in real-life scenario, large amount of stealing occasions was included to give better coverage and thereby take into account the different subjective importance of different types of speech frames. Furthermore, 2 seconds was considered to be long enough interval to make the stealing occasions clearly separate. To further increase the coverage, a second set of samples were prepared by using the same input speech material but shifting the overall stealing pattern one second forward to set the stealing to occur at different parts of the speech sample than in the first experiment.

The listeners were a small group of Nokia employees, each listener listened to the demo samples using his/her own PC. Thus, the listening set-up was totally informal, but it was considered to be reliable enough to find out the most promising schemes (or at least rule out the least promising ones).

4.1.2 Results

The initial conclusion was that with K=4 different stealing schemes did not make clearly noticeable audible difference. Although there was slight preference towards schemes (4,4,0) and (4,1,8), the difference was considered to be minor. This implies that in speech quality point of view isolated erasures of four consecutive frames can be tolerated as easily as distributing the corresponding number of single frame erasures over longer period of time. 

The speech quality of the cases with K=8 was clearly worse than quality of cases with K=4. Furthermore, listening with K=8 indicated that stealing eight consecutive frames gives clearly very poor performance compared to frame stealing distributed over longer period of time. Also different distributed schemes indicated that series of losses too close too each other degraded the speech quality quite badly, especially (8,1,1) and (8,1,2) sounded very bad. After informal listening two stealing schemes with K=8, (8,1,8) and (8,4,16) were found quite clearly better than any of the other studied ones, while these two being quite equal in performance. In brief:

· the less is stolen the better it sounds !

· The two most promising stealing patterns among the initial set were:

1) four speech frames every 20 (x,4,16)

2) one speech frame every 9 (x,1,8)

4.2 Informal expert listening - Part Two

A second informal expert listening test was carried out in order to assess how slight variations of the (8,4,16) scheme would perform. (8,4,12), (8,4,24) and (8,4,32) were compared to (8,4,16). The outcome of the test was that:

· (8,4,12) sounded slightly worse than (8,4,16)

· (8,4,24) had no unambiguous improvement over (8,4,16)

· (8,4,32) had no unambiguous improvement over (8,4,16)

So it actually seems that “16” is quite an optimal choice as a minimum interval between two blocks of four stolen frames.

5. Delay comparison

Since frame stealing is used to deliver urgent data such as radio link control messages and SIP signaling, it is important to analyze the transmission delays that are associated to the different schemes. 

Figure 2 compares the transmission delays of the two schemes that appeared to be the best ones in listening tests. It can be seen that from a signaling viewpoint, the (x,4,16) scheme is preferred because it is at least twice faster than the (x,1,8) scheme. For a payload of 80 bytes it is even 6 times faster than the (x,1,8) scheme!

When transmission delays are taken into account, the (x,4,16) scheme appears to be a better trade-off between speech quality and transmission delays than the (x,1,8) scheme.
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Figure 2. Transmission Delay
6. ConcLusions

Although it is clear that frame stealing for large signaling messages is relatively rare phenomenon and its effect on overall speech quality is consequently not very big, the severe short term quality degradation it introduces, makes naturally beneficial to perform the stealing in such a way that this quality effect is minimized. Through listening tests, this document has compared different ways of stealing speech frames.

The results of listening tests indicated that when stealing four frames for a single message, the different stealing schemes did not make clear difference. The quality degradation caused by stealing eight frames was clearly more audible than the effect caused by stealing four frames. Furthermore, there was also clearly audible difference between different schemes to steal eight frames, with the (8,1,8) and (8,4,16) schemes as best schemes among the initial set. 

Once the transmission delays were taken into account, the (x,4,16) scheme clearly appeared to be a better trade-off between speech quality and transmission delays than the (x,1,8) scheme. It is also worth remembering that the stealing (or erasure) of four consecutive speech frames is not new since it already occurs in GSM system whenever handovers are performed.

It would of course be possible to carry out more listening tests in order to try to improve and adjust the scheme. Nevertheless not only such tests would be very time consuming, but a quick analysis showed that slight modification of the (8,4,16) scheme did not bring any improvements…

As a conclusion it is suggested to adopt the stealing of four consecutive speech frames every 20 as a speech frame stealing mechanism for GERAN for message requiring stealing up to eight speech frames.
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