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1 Introduction

GERAN R5 will introduce the capability for one MS to handle multiple TBFs simultaneously. Siemens has in [1] identified the issue of how multiple TBFs are to be scheduled onto the basic physical sub-channels that the network has allocated to the MS. 

This issue has now caused significant discussion in multiple TSG GERAN WG2 meetings, and was recently identified as one of the main open issues in RLC/MAC [2]. This, together with the fact that the MS behaviour is crucial to AT&T Wireless Services, is a motivation for this contribution. It attempts to structure the discussion, clarify some issues that has caused confusion, and finally to propose solutions to the highlighted problems.

In Section 2, we address some general issues with MS scheduling, and then in Sections 3-4, different scheduling cases are analysed, and the potential benefit of MS scheduling is assessed for each case. In Section 5 we draw conclusions.

We use the terminology according to [3], where it is said that a TBF exists wherever RLC/MAC protocol applies. Hence, what we discuss in the sequel is scheduling of multiple TBFs. TBFs carrying user data radio bearers are referred to as ‘user data TBFs’ and TBFs carrying signalling radio bearers are referred to as ‘signalling TBFs’.

2 General argumentation regarding MS scheduling

There seem to be reasons to discuss further the general idea of having the MS doing scheduling of multiple data flows. Our current view is that reasons include the following:

· MS complexity. Based on historical experience, it can be concluded that standardizing MS functionality that increases complexity may both increase the price of the MS products and delay their availability. It is also a well-known fact that higher complexity leads to a higher probability for implementation errors. Correction of interoperability problems or other types of implementation errors in the MS, discovered after launch, is difficult and costly to handle. This suggests that MS scheduling should be avoided, or if that is not possible, it should be as simple as possible. 

· MS predictability. From an operator’s point of view it is important that MSs behave in a predictable fashion; when offering a certain service (and a corresponding network bearer configuration) it is crucial that MSs provide similar, or at least predictable, quality of service. This implies that any possible MS scheduling should be standardized in detail. 

· Standardization time. Given the tremendous amount of available scheduling algorithms in the literature, it seems unlikely that the TSG GERAN will be able to agree on any single intelligent algorithm, unless it is totally configurable by the network. Discussions leading to a solution will take considerable standardization time.

· Resource management responsibility distribution. It can be shown that generally distributing responsibility for resource management over multiple nodes, i.e. MS and network, normally creates sub optimal behaviour and thus yields lower resource efficiency than centralizing the responsibility to the network only. 

Combined, these observations seem to suggest that imposing scheduling requirements on the MS should be avoided as far as possible. Further, they indicate that if some MS scheduling is still necessary, the algorithm should be the simplest possible and fully standardized.

In the following sections, we try to go through the different scheduling cases to analyse the need for MS scheduling in each case. The analysis takes a high level approach, and does not claim to take every detail into account.

3 Scheduling multiple user data TBFs, all belonging to one MS

3.1 Using a shared basic physical subchannel (SBPSCH)

The obvious method of scheduling multiple uplink user data TBFs on an SBPSCH, be it between MSs or for one single MS, is by using one USF/bitmap per TBF. Any other solution must be shown to have significant benefits over this scheme to motivate being adopted in TSG GERAN.

In section 2 of [1], three disadvantages of assigning one USF/bitmap per TBF are claimed. They are listed below together with our assessment.

· With dynamic allocation the scarce USF resource will be used up more quickly if a USF is allocated to single TBF [1]

Assessment: the USF is a limited resource, but for R97-R4 it has been judged sufficient to fulfil requirements from a scheduling efficiency perspective. To our understanding there is little reason to expect a higher total number of user data TBFs on a single SBPSCH than in R97-R4, if assignment of TBFs to SBPSCHs is done properly. The reasoning is the following:

· A SBPSCH is a limited resource

· A TBF exists only if data is waiting to be sent (the ‘delayed TBF release’ exception is not important here)

=> If we increase the number of TBFs for one MS on a SBPSCH from e.g. 1 to 3, we need to allocate correspondingly fewer TBFs of other MSs on this SBPSCH, otherwise performance will be deteriorate. Hence, the total number of TBFs per SBPSCH will typically not increase. (This holds for user data TBFs; signalling TBF implications on USFs are discussed in a later section.)

· With a single TBF per USF (or single bitmap per TBF), the scheduling load for the network is higher than if it is distributed with the mobiles taking some of the work load [1]  
Assessment: In choosing between the network and MS regarding processing load etc, is must be strongly preferred to assign the load to the network. Also, regarding distributing responsibility of resource management, it can quite easily be shown that it is generally less efficient than centralising the responsibility.

· Increased signalling load for fixed allocation (one bitmap for each TBF rather than one bitmap for a set of TBFs)[1]

Assessment: First of all, assigning one USF/bitmap per TBF implies status quo in relation to R97-R4 in terms of packet uplink assignment signalling per data flow. It is thus not a fundamental problem. Further, specifically for the fixed allocation case, as soon as all TBFs are not set up simultaneously, any new TBF is likely to require a modified bitmap and therefore signalling a new bitmap for each TBF will not be avoided in practice.

It is our assessment that performing scheduling of uplink user data TBFs through assigning a single USF/bitmap per MS and MS-internal scheduling, as proposed in [1], cannot be motivated by the arguments above. R4 mechanisms seem to be sufficient. 

3.2 Using a dedicated basic physical subchannel (DBPSCH)

On a DBPSCH we can distinguish between the ‘TCH type’ logical channel mapping, meaning a TCH + 

FACCH + SACCH and the ‘PDTCH-type’ mapping, meaning PDTCH+PACCH+SACCH.

3.2.1 ‘TCH-type’ mapping on a DBPSCH

It is our understanding that in the case of ‘TCH-type’ mapping, only one TBF can exist (using the TCH logical channel), so multiplexing user data TBFs for one user is not an issue.

3.2.2 ‘PDTCH-type’ mapping on a DBPSCH

On a ‘PDTCH-type’ DBPSCH, there will be a need of scheduling multiple user data TBFs. It has already been decided that PDTCH block formats will not be redesigned for DBPSCH, but will instead be the same as for SBPSCH. This means that it is straight-forward to use the USF in the exact same way as for SBPSCHs, and that other solutions must show considerable merit to be agreed in TSG GERAN. 

However, one issue is how the MS indicates to the network that a previously inactive TBF suddenly has data to send. Polling seems inefficient, and a UL/DL signalling cycle is not very attractive either since one of the points of the dedicated channel is the avoidance of signalling overhead.  

One seemingly feasible solution would be that when the MS gets data to send for a previously inactive TBF, it ignores the USF sent by the network and instead sends one block of this specific TBF. The network decodes the TFI and understands that this TBF has become active. Thus, the MS effectively performs signalling to the network, but without causing any overhead since data is transmitted in all blocks. After such block, the network knows that the TBF has become active, and can take this into account in subsequent USF scheduling based on the already known RB QoS profiles. (A simple repetition scheme would have to be specified for the MS, for the case where the network would fail to decode the TFI.)

If neither the type of solution above in this section  nor any other attractive solution is found for the MS ‘TBF activity’ notification to the network, the conclusion must be that MS scheduling of user data TBFs on a ‘PDTCH-type’ DBPSCH is necessary. 

4 Scheduling signalling TBFs belonging to one MS

4.1 Using a shared basic physical subchannel (SBPSCH)

A straightforward solution of scheduling signalling TBFs on a SBPSCH is to simply treat those as user data TBFs (in our understanding similar to UTRAN). It would mean that when there is data to send for a signalling radio bearer, a TBF is set up, and the scheduling is done via USF/bitmap. This will increase the need for USFs compared to R4, but since signalling will not occupy TBFs for long periods of time, the impact is not foreseen to be major. We do not have a clear view on the exact severity of the problem.

Assuming that existence of signalling TBFs will cause problems with USF availability, the proposal of FACCH/shared [5] is attractive. In such scheme, the MS would steal capacity from the user data TBF directly, without setting up its own TBF. Then, simple rules for when to do this versus setting up a TBF for the signalling would have to be specified.

To our understanding, this implies that MS scheduling is not needed to schedule signalling data on a SBPSCH. 

4.2 Using a dedicated basic physical subchannel (DBPSCH)

4.2.1 ‘TCH-type’ mapping on a DBPSCH

In the case of ‘TCH-type’ mapping, our assumption is that the signalling TBFs involved use SACCH and FACCH logical channels, and that the same scheduling/stealing rules as for TCH-type mapping in R4 apply. New scheduling principles in the MS are thus not necessary.

4.2.2 ‘PDTCH-type’ mapping on a DBPSCH

In the case of ‘PDTCH-type’ mapping, our understanding is that there are two main alternatives:

Either signaling TBFs can be scheduled using USFs, as in the user data TBF case (Section 3.2.2). Then the same pros and cons apply, and the bottom line is that the MS needs some way to notify the network that a signaling TBF has become active.

Or, the MS has to decide itself when to schedule signaling TBF data. This should then be specified in a simplest possible way, for example as a simple pre-emptive scheme that stipulates for example TBFs carrying SRB1-3 to steal from all user data TBFs, whereas TBFs carrying SRB4 only steals from user data TBFs carrying Interactive and Background URBs.

5 Proposed behaviour of MS when network schedules TBF without data to send

When analysing MS scheduling we came across a related issue. It is our understanding that it is theoretically possible that the network schedules a TBF in the uplink despite that there is no data in the MS transmit buffer for that TBF. Without a defined mechanism for this situation, the block would go empty, and thus be wasted. A solution to avoid this is to allow the MS to send data from another TBF in this case, thus providing the network with the implicit information that the queue is empty, without wasting capacity. If this is done the following principles should be applied:

1. The mechanism (behaviour) of the MS shall be defined and predictable.

2. The principle of selecting which block to send shall be very simple.

3. The mechanism of selecting which block to send does not have to be optimal. If the MS send a block from a low priority TBF (according to the network), the network can use the next planned scheduling for that TBF to send data from another TBF.

One solution that could be applied is to simply specify that:

“If a TBF is scheduled from the network, for which no data to be transmitted exist in the MS, the MS shall send a block from the TBF with the highest number of blocks in the RLC/MAC queue.”

6 Conclusion

It would be beneficial if the meeting could conclude on the following principles:

· For SBPSCHs, there seems to be no obvious reason to introduce MS scheduling, nor for ‘TCH-type’ DBPSCHs.

· On ‘PDTCH-type’ DBPSCHs, preferable would be to still use USF scheduling, but there is the issue how the MS notifies the network of a sudden activity of a previously inactive TBF. One solution is proposed in this document. However if technical limitations can be shown with this solution, and no other solution can be agreed upon,  MS scheduling seems inevitable and may then just as well be used across all cases. 

· If MS scheduling has to be used in the end, the algorithm should, for reasons mentioned in section 2, be:

· Simple

· Fully configurable from the network

· Fully standardized

Assuming that progress is made on the points above, corresponding changes should be made in appropriate concept papers and other documents, including the R5 stage 2 specification [4].

Further, it is unclear to us whether network controlled scheduling of multiple TBFs may result in abnormal cases where a TBF is scheduled in uplink for which no data to be sent exist in the MS buffer. If so, a solution not to waste capacity is proposed in chapter 5. The way forward here would be a quick further study/discussion of need and feasibility, and subsequent decision.
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