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Issues with LCS Bearer Solution in R98/R99

1 Introduction

There are some potential problems with the R98/R99 solutions for carrying LCS signaling across the radio interface (called LCS bearer signaling below). This document describes those problems and discusses possible solutions.

2 Priority of LCS Signaling

2.1 LCS Signaling Message Sizes

LCS (RRLP) messages, APDUs, are sent with SAPI=0 with multiframe operation, i.e., in acknowledged mode (with window size 1), over SDCCH or FACCH.

LCS messages can be very large. OTD assistance data messages (DL) may be around 190 octets long. A typical size for a GPS assistance data message (DL) is 550 octets (large, but still very realistic, GPS assistance messages may be around 1,500 octets long). MS-based GPS (UL) can be 25 octets. A size of 65 octets for MS-assisted GPS (UL) (large messages 200 octets) messages is expected. The maximum DL size can be up to around 3,000 octets.

In order to avoid delay of critical messages, for example the HANDOVER COMMAND message, a preemption mechanism has been defined in the Data Link layer (GSM 04.06).

2.2 Preemption in the Data Link Layer

The preemption capability applies to messages transferred in dedicated mode on SAP 0 using LAPDm multiframe operation (GSM 04.08, 5.5.8). By using the preemption capability, the low priority messages are discarded if not yet transmitted or truncated if being transmitted. 

A priority parameter has been defined for all the layer 3 signaling that is delivered to the data link layer. Three priorities have been defined, high, normal, low. Messages that are defined as high priority, triggers a “flush” when they are received in the data link layer. This flush deletes all (except a maximum of N201 octets of the currently transmitting layer 3 message) low priority layer 3 messages that have been received in the data link layer, but have not yet been transmitted. A high priority message will preempt a low priority message, while a normal priority message cannot preempt or become preempted.

2.3 Signaling Capacity on FACCH/SACCH/SDCCH

The following list summarizes the signaling capacity on various channels.

· SAPI=0 and TCH/FACCH provides 167 octets/s - or less (depending on the round-trip delay / response time)

· SAPI=0 and SDCCH provides 85 octets/s

· SAPI=3 and TCH/SACCH provides 21 octets/s  - when every second block is a measurement report

· SAPI=3 and SDCCH provides 85 octets/s

On SDCCH SAPI=0 has priority over SAPI=3.

On SACCH SAPI=0 and SAPI=3 are sent interspersed.

T200 is implementation dependent, but it could be around 150 ms for FACCH and above 200 ms for SDCCH. N200 is 34 and 23, respectively.

2.4 Transmission Time for LCS Signaling

The time to transmit messages of typical (A-GPS) DL size over FACCH is 3 - 9s. For SDCCH, this would be 6.5 - 17.5s. In UL the messages are significantly smaller, so the FACCH figures are generally small, but in some situations the time may be up to 1.2s for FACCH and up to 2.4s on SDCCH. Note that all these figures are without any retransmission (see RR below).

For GPS the maximum message size is around 3000 octets. Over the FACCH the transmission of a downlink message will then take up to 18 s. Over the SDCCH, the transmission will take up to 35 s.

3 Priority/Preemption Issues

3.1 Functionality of the LCS itself

In urban areas we have very frequent handovers (HOs); for instance in places like Hong Kong it could be every 20 s. There are traffic models assuming down to 10 s or even less between HOs. When a HO occurs, the APDU that is being transmitted will be discarded and retransmission of the entire message should be done after the HO, since the APDU segments should be treated uninterspersed by LAPDm.

Frequent handovers will in effect block the transmission of the APDU, quite possibly to the extent that the service itself will not function and/or the position not to be valid any longer.

3.2 Functionality of CM and MM

The CC, SS and MM messages are assigned "normal" priority. In case of an APDU being transmitted, they are queued up until the entire APDU has been correctly received (SAPI=0, multiframe operation). This induced delay will probably not trigger timers that handle abnormal cases, but there are MM timers (e.g., for Location Update Procedure) that are sufficiently small to be at risk. For SS, the AdviceOfCharge timer is too small (2s) to be able to handle even smaller delays.

The "normal" priority mechanism will in general degrade the present functionality of CM and MM. In some situations, in particular during continuous positioning, the possibility for proper functionality is quite questionable. However, if also the "normal" (as well as the "high") priority messages could preempt the "low" priority messages, the resulting APDU delays would endanger the proper working of the LCS as much as the handovers.  

In the case of addition of the suspend mechanism for APDUs (as discussed above), all normal priority messages will be delayed until the entire APDU has been correctly received, including all re-transmissions from the beginning of suspended APDU segments. This solution would cause even worse delays and probably disable the proper functioning of CM and MM.

3.3 Functionality of RR

The RR messages preempt the APDUs since they are of "high" priority. Preemption means that if an APDU just was sent, LAPDm should wait for the last ack, and if an APDU is under transmission, the present LAPDm frame and the next should be sent. Due to retransmissions it could theoretically take up to (N200-1)*T200 seconds, or about 5s, to get an ack. This means that we have a delay of up to 10s (2*5s) before we can transmit the high priority message.
3.4 Emergency calls

Emergency calls (CM SERVICE REQUEST/CM SERVICE ACCEPT) will have "normal" priority and be delayed accordingly.

3.5 Functionality of AMR

AMR requires quite frequent handovers for the full capacity to be utilized. The introduction of AMR will therefore raise the number of needed handovers.

3.6 Segmentation

RR corresponds to a high priority process within the UE and it has so far been dedicated to the handling of high priority tasks. The LCS solution now requires that RR should handle the data segmentation/concatenation for RRLP, which explicitly has been assigned low priority, breaking fundamental architectural principles.

To segment the APDUs in RR instead of at the application level (as for SMS) is also part of creating the blocking and delay problem discussed above, since the APDU must be treated as one unity, instead of, for example 251 octet blocks sent to LAPDm.

In the current solution, a LCS message that is preempted is discarded and the whole message will have to be retransmitted. If instead, a LCS Application Layer (e.g., RRLP) segmentation mechanism were used, only one segment at most would be lost at a handover. This would be a much more efficient mechanism.

3.7 Impact on the CS connection (Speech/CS data)

During the DTM (Simple Class A) discussions it was underlined that transmission of long or frequent messages should be avoided over the FACCH due to the impact on speech quality. The present LCS solution will have an impact on speech quality, in particular during continuous positioning.

Is it studied what happens with CS data when FACCH is used? How much retransmissions will be caused in RLP due to this, and what will the impact most specifically for transparent data transfer be (video)?

4 RR Application Procedures Issues

4.1 Establishment and Release of the RR layer

The Application Procedure defined in RR (GSM 04.18, sec. 3.4.21) for carrying application data is utilized by the LCS protocol RRLP.

Apart from the Application Procedures, the RR layer never uses an RR connection for itself. RR is always requested to set up and to release a RR connection by the CC, the SS, or the SMS layers (via the MM layer).

The Application Procedure in the current standard does not specify how and when the RR connection is requested by the application. There is also no specification of how the application informs the RR layer that the RR connection is no longer needed and can be released. Additionally, there are no specification about how to coordinate the RR connection between the CC, SS, and SMS users and the applications. This is needed when the RR connection is used for both types of users simultaneously.

4.2 Example of a LCS/SS Co-ordination Issue

This section describes an example of the problems that may occur because there is no specification about how to coordinate the CM layer transactions with the application transactions. Consider the “Mobile Terminating Location Request (MT-LR)” scenario in LCS (See section 7.6.1 in GSM 03.71 v7.4.0).

In this scenario paging, authentication, and ciphering is handled in step 5. In step 6, an optional Supplementary Services process is started in order to send the “LCS Location Notification Invoke” message from the MSC to the MS. The MS responds with a “LCS Location Notification Return Result” message in step 7. In step 11 the RRLP message “Measure Position Request” is sent from the SMLC to the MS. LCS assistance data may be included in this message. Once the position is determined or all the measurements are made, the MS returns a “Measure Position Response” message to the SMLC (still in step 11).

A problem occurs here after step 7, when the MS has sent the “LCS Location Notification Return Result” message. Ten seconds after that message, the timer T3240 (See section 11.2.1, “Timer T3240” in 3G TS 24.008) expires and the RR connection is aborted. If the application process has not finished at this point, there is no RR connection for the MS to respond on.

5 Discussion

The following are some thoughts about the bearer signaling mechanisms for LCS:

· The mechanisms to handle segmentation and transmission of the APDUs causes concern for the proper functionality of LCS.

· Despite the preemption mechanism for SAPI=0 there is a well founded concern also for the proper functionality of CM and MM, mainly due to the size (and frequency) of the APDUs. 

· In addition, an invoked preemption could cause a delay of a high priority message of up to 10s in the worst case.

· The quality impact of this additional usage of the FACCH is not clearly evaluated.

· The preemption mechanism itself violates the principle that the priorities are handled between the SAPs and not within them; in the original structure for SAPI=0 the messages were sent FIFO.

· The assignment of RR to do segmentation/concatenation of the APDUs also violates architectural principles.
· The missing specification for how applications establish and release RR connections is a concern.
5.1 Sending the APDUs at another SAP than SAPI=0

To move the APDUs from SAPI=0 would solve several of the problems discussed above.

In a solution with SAPI=3, the present architecture can be re-used, since the APDUs are (as presently specified) treated in the same way as SAPI=3.  A new Protocol Discriminator for LCS should be added. Today LCS uses the PD of RR. (For SAPI=3, when an APDU is being sent only every second measurement report will be sent.) A concern in this case is the transmission rate when a TCH is set up; will SACCH suffice? If not, usage of FACCH for SAPI=3 would need to be defined.

Alternatively, a solution with a new SAPI should resemble SAPI=3 closely. A new SAP provides additional possibilities; usage of other channels (FACCH) and a separate suspend mechanism could be introduced. This SAP should be treated with the lowest priority.

The window size is always one today, but in the protocol, it could be up to eight. An extension of the window size (or a variable size) might shorten the time for Application Information transmission, but the potential impact on FACCH must then be looked at. 

The segmentation and (re-) transmission problem of the APDUs could be solved as indicated above by a new SAP or by moving the segmentation to the application level (as for SMS), thus allowing smaller blocks to be handled separately. The complete reception of an APDU would then be easier to guarantee.

5.2 Possible New CM Entity for Applications

In order to overcome the problem of coordinating the application (for now LCS is the only application defined) use of the RR connection with the existing CM layers use of the RR connection a solution is needed. One possible solution is to create a new CM layer entity for applications and to define a Protocol Discriminator (PD) for it (maybe we can use the LCS PD that is defined in section 11.2.3.1.1 “Protocol discriminator” in 3G TS 24.007). This new CM entity could then communicate to the MM layer the same way that the existing CM layers do.

5.3 SPECIFICATIONS

Only a few of the specifications previously amended to include the LCS would be affected by the proposed changes, since it is not a functional change to the LCS itself, only to its bearer signaling. So far, GSM 04.05, GSM 04.06, GSM 04.08 have been identified. Several of the changes would be removal of the added text concerning the preemption mechanism and the priority specifications for layer 3 messages.

6 Conclusion

It should be considered if the usage of another SAP than SAPI=0, would be a better solution than the current SAPI=0 with preemption mechanism. It should also be considered if the definition of a new CM layer entity for application (LCS) use is a good solution to the RR coordination issues.
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