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1  Introduction

This document describes a method to synchronize the leaky bucket levels across the Gb interface. Flow control algorithm for BSSGP is defined in GSM spec 08.18 [1] section 8.2. The behavior of leaky bucket is characterized by two parameters: the max size of the bucket Bmax and the rate at which it is leaking R. This behavior is applicable to leaky buckets both for BVC and the MS. However, this paper talks about the BVC flow control as a general case. The behavior of a leaky bucket for the MS may be thought of as a subset of a BVC bucket behavior.

2 Problem Description

The way BSSGP is designed; physically the leaky bucket is thought to be residing in the BSS. Initially, the BSS sets the two parameters and conveys them to the SGSN. Also, the bucket is perceived to be empty at that time. Later on, when the data transfer starts, the SGSN tries to keep track of the current bucket level (CBL) by adding to it the amount of data that it is actually transferring over the Gb interface. At the same time, it subtracts the amount of data that it thinks has drained from the bucket based upon the leak rate R communicated to it. In other words, the SGSN is never told the exact CBL at any given time; it only tries to estimate it. Based upon this estimation, the SGSN decides on whether to send more data to BSS or not.

The estimation of CBL does not always work as desired in SGSN. It has known to drift in one direction or the other. Situation could be as worse as the following two cases:

· Bucket is empty in BSS, while the SGSN thinks that it is full.
User impact: Bad throughput because SGSN either holds on to the data or discards it.

· Bucket is full in BSS, while the SGSN thinks that is empty or half-full.
User impact: Loss of data due to bucket overflow in BSS. Retries at higher layers lead to bad throughput.

Following are some of the reasons that are mainly responsible for this estimation error:

1. BSS never conveys the CBL to SGSN other than a few implied occasions e.g. when the BVC is reset.

2. Periodically the BSS wishes to update the two leaky bucket parameters for various reasons. Both Bmax and R may change their values to indicate faster/slower rate, or smaller/larger bucket size. In the absence of a common clock between the two nodes, the SGSN does not know the origin-time of a particular flow control message. Hence, there might be a lead-time before these values “actually” take effect in the CBL estimation equations of SGSN.

3. The leak rate R communicated to the SGSN is the closest approximation of the “real” leak rate of the bucket. Due to dynamic RF conditions, there could be a difference between the real R and the one that is advertised. This delta could be so small that it did not trigger a flow control message. However, in the long run it does play a role in the estimation error in the SGSN.

4. Occasionally the BSS may discard a few PDUs due to expiration of their lifetime or due to any other unavoidable abnormal conditions. The CBL in BSS is adjusted immediately to reflect this loss of data and then an LLC-DISCARDED message is sent to SGSN to update its CBL as well. This extra message is necessary to sync-up the CBL between the two nodes. However, this message is transmitted in an unacknowledged mode i.e. there is no re-try mechanism for this message. Also, the lead-time before the values of this message are read and take effect also adds to the estimation error.

5. In the bucket calculations, both BSS and SGSN do not account for any data that is in Frame Relay cloud or other buffers pertaining to transmission in the lower layers.

In short, the CBL in SGSN may drift from the real CBL in BSS. If the situation is left unchecked, it ultimately leads to a bad downlink throughput for the entire BVC. When BSS experiences these extreme conditions, it does send out flow control messages. The BSS keeps on repeating the flow control messages “trying” to indicate a stress signal to the SGSN. However, these messages never convey the real CBL.
3 Proposed Solution

This scheme attempts to keep the CBL in BSS and SGSN closely in sync every time a flow control message is exchanged. That way it will avoid the SGSN to estimate a CBL that is far from the real CBL in the BSS. To accomplish this, it adds an information element to the existing flow control PDUs, conveying the CBL.

3.1 Implementation

The solution may be implemented in GSM 08.18 as follows:

Information Elements
Presence
Format
Length






PDU type
M
V
1






Tag
M
TLV
3

BVC Bucket Size
M
TLV
4

BVC Leak Rate
M
TLV
4

Bmax default MS
M
TLV
4

R default MS
M
TLV
4

CBL as %Bmax
M
TLV
3

BVC Measurement
O
TLV
4

Table 1: FLOW-CONTROL-BVC PDU content

Information Elements
Presence
Format
Length






PDU type
M
V
1






TLLI
M
TLV
6

Tag
M
TLV
3

MS Bucket Size
M
TLV
4

Bucket Leak Rate
M
TLV
4

CBL as %BmaxMS
M
TLV
3

Table 2: FLOW-CONTROL-MS PDU content

The mandatory new information element is binary encoded and represents the portion of leaky bucket (as percentage) that is filled up with data. The CBL information element is defined as:


8
7
6
5
4
3
2
1

octet 1
IEI

octet 2, 2a
Length Indicator

octet 3
0-100 (as %age)

Table 3: Current Bucket Level (CBL) as % Bmax

For example, a zero in this field represents an empty bucket while a hundred in this field represents a completely full leaky bucket. The range of this field is zero to hundred. All other values are reserved.


During the time period when no flow control message is exchanged, the SGSN shall continue estimating the CBL as mentioned in section 8.2.3.2 of GSM 08.18 [1]. As soon as a flow control message is received by SGSN, it shall re-synchronize its CBL with the BSS according to the new information element.

4 Conclusion

A leaky bucket synchronization scheme is presented. It improves the normal-mode working of a leaky bucket flow control algorithm in BSSGP. This is extremely helpful for the end-user to get optimal performance from the GPRS system.





















































































































































































































































































































