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	Reason for change:
	Clause 6.4 of 3GPP°TS°29.500 introduces the requirements and principles for Rel-15 overload control.

The following are the issues identified with Rel-15 load control mechanism (from clause 9.2.2 of 3GPP°TR°29.843):
a) Latency for converging to optimal output traffic the sever can handle, when overload increases or alleviates
Clients have to send a certain number of requests before detecting that the server is overloaded, which causes additional load on the server.
With a bigger K value throttling is more permissive resulting in increased latency to reduce traffic when overload increases but faster convergence when overload alleviates, and vice versa.
When the client throttling rate reaches a high value, latency may happen for client's traffic to increase when overload alleviates.
b) Client parameters may result in too aggressive or too permissive behaviour towards the overloaded server.
c) The mechanism is less optimal for bursty traffic and rapid increase of traffic. When highly overloaded the server cannot request clients to stop sending requests. The mechanism does not enable server feedback for rapid adaption when traffic level increase.
d) Clients have to keep track of traffic history (requests accepted/rejected) per API
.
Introduce a new mechanism by considering the SCP as the overload control enforcement entity as agreed in the TR conclusion and selected solutions, in particular in clause 12.2.7

	
	

	Summary of change:
	Add new section to enhance the overload control mechanisms by considering the SCP as the overload control enforcement entity, based on Solution #11 defined in clause 11.13 of 3GPP°TS°29.843  
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* * * First Change * * * *
[bookmark: _Toc9501017][bookmark: _Toc11336234][bookmark: _Toc11336237]6.4.x Overload Control Management and Enforcement by SCPs
When Indirect Communication models are deployed, either in Option C or Option D as described in annex E of 3GPP°TS°23.501 [3], the SCP may operate as the overload control management and enforcement entity. In such case, the following requirements shall apply: 
-	At reception of OCI (Overload Control Information) information from a NF producer, the SCP shall be able to reduce the number of messages it would normally send towards the NF service producer, in accordance with the overload reduction metric requested by the NF service producer in the OCI IE;
-	When performing this throttling mechanism, appropriate error messages shall be sent by the SCP to the concerned NF consumer(s) with an error code and error details that are in accordance with the overload situation that is experienced; 
- 	The SCP may send to the NF service consumer the following HTTP status codes as a response:
-	"503 Service Unavailable", the SCP may include NF service producer status in ProblemDetails JSON element in the HTTP response body; 
-	Or "429 Too Many Requests" if the SCP detects that a given NF service Consumer is sending excessive traffic.
-	The SCP shall also be able to select another NF service producer, e.g. from the same NF (service) Set, if available, and send the request message to this new NF service producer instance. The SCP may use for this purpose the binding indication information received in a 3gpp-Sbi-Server-Binding header, cf. clause 6.x of this document.
-	Depending on the ongoing overload situation and the efficiency of the overload control mechanisms that are applied by the SCP and not involving upstream NFs, the SCP shall also be able to send upstream OCI information to the concerned NF consumer(s) if it considers it beneficial for the overall management of the overload situation. This OCI information sent upstream by the SCP may either be derived by the SCP based on its evaluation of the overall overload situation, or simply relayed as received from the NF producers;
-	The SCP should also be able to notify the NRF about the NF status. At reception of OCI information from a NF producer, the SCP may send such data to the NRF to inform it about the NF producer status in order to avoid congestion situation.
[bookmark: _GoBack]-	The SCP shall make use of message prioritization mechanism when applying this throttling, based on the message prioritization mechanisms which may depend on regional/national requirements and network operator policy. Requests related to priority traffic and emergency shall be the last to be throttled by the SCP or based on SBI Message Priority Mechanism defined in clause 6.8 of this document.
For example:
-	If the NF service producer has requested an overload reduction percentage of 20%, then out of 100 messages that the SCP has to route to this NF service producer, only 80 messages would be maintained and the remaining 20 messages would if possible rather be routed to another NF service Producer from the same NF Set. If no NF service producer could be identified / is available e.g. from the same NF set, then the SCP shall drop the extra messages in accordance with the overload reduction percentage requested by the NF service producer in the OCI IE;

* * * End of Changes * * * *


