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1. Introduction
Based on WID/SID 800044 on the New Study on Load and Overload Control of 5GC Service Based Interfaces, CT4 undertook a yearlong extensive study to get to the current version of 3GPP TR 29.843v1.2.0. The TR looks now mature enough and it is hence time to draw the overall conclusions and prepare the kick-off of the normative work.
2. Reason for Change
TR 29.843v1.2.0 subclause 11.15 summarizes the studies alternatives and also offers reasoning for selecting potentially preferred solutions. Below table illustrates the provisions in subclause 11.5. 
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Obviously, it would be unfeasible to start normative work on all of the above alternatives. Therefore, the aim of this contribution is to reduce the number of alternatives, ideally to a single, combined solution for the overload control issue.
3. Conclusions
As the above table illustrates, none of the solutions documented in the TR 29.843v1.2.0 could alone address all requirements. Therefore, in order to meet all requirements, CT4 should combine multiple solutions into a single, unified solution. Merging solutions #1-5, 8-11 will address all requirements.
Stage 2 specifies HATEOAS option and therefore CT4 should develop a comprehensive solution for this option. For deployments where HATEOAS is used, solution #12 should be taken as a basis for further studies that are necessary to start normative work. Solution #12 will be addressed by a separate pCR.
4. Proposal
It is proposed to agree the following changes to 3GPP TR 29.843v1.2.0.


* * * First Change * * * *
[bookmark: _Toc10472033]XX	Selected solutions
[bookmark: _Toc10472034]XX.1	Selected solution for Overload Control
Based on the provisions in subclause 11.15 “Evaluation and Conclusion”, CT shall study how to combine the following solutions to address all requirements with one unified solution:
· Key requirement #1.1 (meaning requirement #1, sub-issue #1): Solutions 1 and 2.
· Key requirement #1.2: Solution 3.
· Key requirement #1.3: Solution 5.
· Key requirement #1.4: Solutions 2 and 9 (solution #9 offers two alternatives, but only the second one, i.e.OCI conveyed via an HTTP custom header should be adopted.
· Key requirement #2: Solution 4.
· Key requirement #3: Solutions 8, 10 and 11.
XX.2	Solution outline and implications on SBI specifications
Below is a higher level summary of the overload control solution. Potential impacts on normative SBI specs are also identified.
XX.2.1	Overload Conveyance - General (key requirement #1.1)
How to meet key requirement #1.1 is defined in solution #1:
-	The overloaded NF Service Producer includes an Overload Control Information (OCI) in the HTTP response messages.
-	For deployments where the NF Service Consumer Instance and the NF Service Producer Instance interact directly, the OCI information is provided by the NF Service Producer Instance.
-	For deployments where the NF Service Consumer Instance and the NF Service Producer Instance do not interact directly, i.e. the NF Service Producer instance is deployed behind a SCP and the SCP exposes the API endpoints on behalf of the NF Service Producer, the SCP shall include the OCI information after considering the overall overload situation of all the instances of the NF Service Producer that the SCP is acting on behalf.
-	The NF Service Producer may also piggyback OCI information in the notification messages (i.e., existing notification messages).
Editor’s note: This will likely impact the following 3GPP specs under CT4 responsibility: TS 29.500, 29.502-505, 29.509-511, 29.518, 29.531and 29.572 (use this info in the new WID, when specifying the list of impacted normative specs).
See more details in subclause 11.3.
XX.2.2	Overload Conveyance - Semantics (key requirement #1.2)
How to meet key requirement #1.2 is defined in solution #3. The following information shall hence be included in the Overload Control Information (OCI):
· Overload-Reduction-Metric
· Period-of-Validity
· Overload-Sequence-Number
· Scope
Editor’s note: This will likely impact at least 3GPP TS 29.571 (use this info in the new WID, when specifying the list of impacted normative specs).
See more details in subclause 11.5.
XX.2.3	Overload Conveyance - Frequency (key requirement #1.3)
How to meet key requirement #1.3 is defined in solution #5:
-	The NF service producer monitors its overload situation and identifies when to start communicating the overload control information to NF service consumers, depending on configured thresholds or implementation specific triggers;
-	Once the NF service producer decides to include OCI towards NF service consumers, it shall piggyback it in every HTTP response message and may also do the same in every HTTP notification message that the NF service producer would normally send towards upstream NF service consumers (for the already subscribed notifications).
Editor’s note: This will likely impact the following 3GPP specs under CT4 responsibility: TS 29.500, 29.502-505, 29.509-511, 29.518, 29.531and 29.572 (use this info in the new WID, when specifying the list of impacted normative specs).
See more details in subclause 11.7.
XX.2.4	Overload Conveyance - Where to include OCI (key requirement #1.4)
How to meet key requirement #1.4 is defined in solutions #2 and #9, which propose to convey Overload Control Information (OCI) explicitly between NFs within 3GPP custom headers (solution #9 offers two alternatives, but only the header based alternative should be adopted).
Editor’s note: This will likely impact the following 3GPP specs under CT4 responsibility: TS 29.500, 29.502-505, 29.509-511, 29.518, 29.531and 29.572 (use this info in the new WID, when specifying the list of impacted normative specs).
See more details subclauses 11.4 and 11.11.
XX.2.5	Overload Conveyance - HATEOAS (key requirements #1.1 and #1.4)
For deployments where HATEOAS is used, solution #12 may be used.
Editor’s note: Summary of the solution for HATEOAS option will be addressed by a separate pCR.
See more details in subclause 11.14.
XX.2.6	Overload - Avoiding and mitigating (key requirement #2)
How to meet key requirement #2 is defined in solution #4. If NF services are deployed as virtual instances behind an API endpoint that terminates the API URI (e.g. SCP instance), the following mechanisms can be used to avoid and mitigate overload situations:
· OAM or any other monitoring entity monitors the resource usage (e.g. CPU, memory, link utilization etc.) of the NF Service instances.
· If the monitored resource usage is nearing a configured threshold, the monitoring system initiates new instances of the NF service, with the same API endpoint, which terminates at the Reverse Proxy.
· The Reverse Proxy routes subsequent new resource creation requests to lightly loaded NF Service instances.
· When the overload situation ceases, the OAM may shutdown some of the NF Service Instances, if the resource state in those NF Service instances are shared with other NF Service instances through UDSF or if the session contexts can be transferred by 3GPP Rel-16 eSBA solutions.
Editor’s note 1: This solution should be aligned with the outcome of the 5G_eSBA work, which is still ongoing at SA2.
Editor’s note 2: This will likely impact the following 3GPP specs under CT4 responsibility: TS 29.500, 29.502-505, 29.509-511, 29.518, 29.531and 29.572 (use this info in the new WID, when specifying the list of impacted normative specs).
See more details in subclause 11.6.
XX.2.7	Overload Control (key requirement #3)
How to meet key requirement #3 is defined in solutions #8, 10 and 11.
-	For deployments where SCPs are not used and direct communication models are implemented:
-	The NF service consumer shall reduce the number of messages it would normally generate towards the NF service producer (message throttling), in accordance with the overload reduction or limitation metric requested by the NF service producer in the OCI IE (solution #8).
-	When applying message throttling, the NF service consumer shall give preference to messages related to priority users (eMPS) and emergency services and shall avoid throttling the messages related to such users / services (solution #8). This priority mechanism should be used in combination with the existing 3gpp-Sbi-Message-Priority (SMP) mechanism, see 3GPP TS 29.500 [3], clause 6.8.
-	The OCI may include an indication on whether the NF service consumer can select another NF service producer from the same NF Set, if the scope of the OCI is at NF service producer level (solution #10).
· For deployments where SCPs are used to implement indirect communications between NF consumers and NF producers, the SCP is the overload control enforcement entity and shall perform the following functions (solution #11):
-	Message throttling;
-	Message prioritization;
-	If allowed by the service producer, selection of another NF service producer, e.g. from the same NF Set.
Editor’s note: This will likely impact the following 3GPP specs under CT4 responsibility: TS 29.500, 29.502-505, 29.509-511, 29.518, 29.531and 29.572 (use this info in the new WID, when specifying the list of impacted normative specs).
See more details in subclauses 11.10, 11.12, 11.13.

* * * End of Changes * * * *
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1 Conveying Overload Information via Signalling Directly & via SCP Notification msg
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6 Conveying Overload Information via NRF Via NRF
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