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1. Introduction
-
2. Reason for Change
Introduce the features of QUIC applicable for 3GPP SBI
3. Conclusions

-
4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.893 v0.2.0.
* * * First Change * * * *

5.4
Features of QUIC Applicable to 3GPP SBI

5.4.1
General

This sub-section reviews the features of QUIC that are applicable to 3GPP SBI and under which cases and conditions they are applicable. 

5.4.2
Framing and Multiplexing

This feature allows QUIC to multiplex multiple streams in to a single connection and avoid head of line blocking. The upper layer protocols can use the QUIC transport in efficient ways to prioritize, parallelize and even cancel standing data sent or received without having to manage multiple connections. Hence, to get the most of a QUIC connection this feature is important. When it comes to SBI, there are definitely cases where one NF consumer will have number of multiple standing requests to one of the NF providers. The QUIC framing and multiplexing provides essential support to perform the task efficiently. The efficiency gain in QUIC, compared to HTTP2 over TLS/TCP, exists only when the transport connection is subject to packet loss. This is when TCP’s head of line blocking will not allow releasing received data to higher layer, even if the data is completely received independent HTTP2 requests or responses.

5.4.3
Encrypted and Integrity Protected Transport details

Encryption and integrity protection are a very important aspect of the whole SBI concept. 3GPP has mandated the support of TLS 1.2 or 1.3 for 5G core. The NF provider needs to be sure about the identity of the NF consumer before serving. Even though a higher layer authentication could serve the purpose of the NF consumer authentication, protection in the transport layer can be very important for a PLMN to function properly. Moreover, the SBI opens up the possibility to run packet core in a general-purpose cloud environment where the communication between inter PLMN and intra PLMN need to be secure and integrity protected.

Having transport layer integrity and authentication mechanism the transport protocol is harden against both attacks and random corruptions that could affect the transport protocols action. For example, cryptographical integrity protection is many magnitudes better at detecting modifications of the transport protocol packet. Cryptographical integrity protection captures packet modifications of both random types, as well as hostile modifications, where checksums only have a weaker protection against random errors. This improvement prevents fouling up the transport protocol state, affecting performance and loss recovery. It can also prevent connection termination, in cases when TCP and its checksum has accepted some payload data, which then TLS detects some modifications in. Normally in this case, there are no alternative to terminating the connection. With QUIC such a modified packet will never be processed as received. 

5.4.4
Connection setup improvements

QUIC can achieve faster connection establishment compared to TCP+TLS combination. The applicability of this features depends on the model is used for inter-NF communication. When long lived connection is used in between NFs which uses SBI for communication even if QUIC provides faster connection it will not impact the performance of the inter-NF communication significantly as only the initial request for a connection will see any improvement. However, if short lived connection models are used where NF-NF connection will be created for each request and response pair, QUIC will provide a faster experience of executing task via HTTP request/response as one or two RTT are saved. Overall the faster connection setup time will provide faster connection between NFs in start-up and/or recovery phase while lots of connection supposed to be made at once or in parallel.

5.4.5
Connection ID and Connection Migration

The connection ID provides certain flexibility in how the implementers realize front-end load-balancers for QUIC as the QUIC connection is not bound to 5 tuples (protocols and ports). In the case of SBI, both for cloud native implementation or bare metal implementation, this connection ID will provide the ability to establish network interface agonistic connection and move the connect between the interfaces as required without terminating the QUIC connection.
NOTE:
The client-side connection migration can be initiated by client and server. This means the client can ask to change the local interface for sending and receiving data at any time and the server can also instruct the same change happen in the client. However, QUIC does not currently allow that the server instructs the client to migrate the connection to a new server interface.
* * * End of Changes * * * *

