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1. Introduction
As per IETF RFC 7540 the following aspects related to Stream ID needs to be considered.
1. Stream ID is 31 bits in size. But client initiated HTTP 2.0 streams MUST use odd-numbered stream IDs (see section 5.1.1 of RFC 7540). So this provides a space of 2^31/2 = 1073741824 streams to use.

2. Stream identifiers cannot be reused. Long-lived connections can result in an endpoint exhausting the available range of stream identifiers. A client that is unable to establish a new stream identifier can establish a new connection for new streams.
3. Putting together the following references from the RFC 7540, an observation and conclusion can be made

Section 5:

o The order in which frames are sent on a stream is significant.Recipients process frames in the order they are received.  In particular, the order of HEADERS and DATA frames is semantically significant.
Section 5.1:

open:

A stream in the "open" state may be used by both peers to send frames of any type.
Section 6.2:
6.2.  HEADERS

The HEADERS frame (type=0x1) is used to open a stream (Section 5.1), and additionally carries a header block fragment. HEADERS frames can be sent on a stream in the "idle", "reserved (local)", "open", or "half-closed (remote)" state.
	Observation#1: The highlighted text seem to indicate that a HTTP client can keep open a stream for long duration over which it can keep sending new HTTP requests (HEADERS Frame + DATA Frame) and get HTTP responses (HEADERS Frame + DATA Frame). However this is not the case.


Section 8.1:

An HTTP message (request or response) consists of:

   1.  for a response only, zero or more HEADERS frames (each followed by zero or more CONTINUATION frames) containing the message headers of informational (1xx) HTTP responses (see [RFC7230], Section 3.2 and [RFC7231], Section 6.2),

   2.  one HEADERS frame (followed by zero or more CONTINUATION frames) containing the message headers (see [RFC7230], Section 3.2),

   3.  zero or more DATA frames containing the payload body (see [RFC7230], Section 3.3), and

   4.  optionally, one HEADERS frame, followed by zero or more CONTINUATION frames containing the trailer-part, if present (see [RFC7230], Section 4.1.2).
The last frame in the sequence bears an END_STREAM flag, noting that a HEADERS frame bearing the END_STREAM flag can be followed by CONTINUATION frames that carry any remaining portions of the header block.

Other frames (from any stream) MUST NOT occur between the HEADERS frame and any CONTINUATION frames that might follow.

HTTP/2 uses DATA frames to carry message payloads. The "chunked" transfer encoding defined in Section 4.1 of [RFC7230] MUST NOT be used in HTTP/2.
A HEADERS frame (and associated CONTINUATION frames) can only appear at the start or end of a stream.  An endpoint that receives a HEADERS frame without the END_STREAM flag set after receiving a final (non-informational) status code MUST treat the corresponding request or response as malformed (Section 8.1.2.6).
An HTTP request/response exchange fully consumes a single stream. A request starts with the HEADERS frame that puts the stream into an "open" state.  The request ends with a frame bearing END_STREAM, which causes the stream to become "half-closed (local)" for the client and "half-closed (remote)" for the server.  A response starts with a HEADERS frame and ends with a frame bearing END_STREAM, which places the stream in the "closed" state.
Considering the above highlighted references, the following conclusions can be made

	Conclusion#1: Each HTTP request-response fully consumes a single stream. At the end of a request-response exchange a stream is closed.
Conclusion#2: It is not possible to exchange multiple request-responses on a single long open stream.

Conclusion#3: Stream ID once used and closed cannot be reused.

Conclusion#4: 3GPP NFs may have hundreds of thousands of such request-response exchanges within a day itself. Even if we assume a transaction rate of 1000 request / response exchanges per second between 2 NFs, it just takes 298 hours (12 days) to exhaust 1073741824 streams. So the stream IDs on a single TCP connection will exhaust soon.

Conclusion#5: CT4 should specify in TS 29.500 this issue and how to get around it. The only ways seems to be initiating a new TCP connection. However waiting for all stream IDs to exhaust and then initiate a new TCP connection may be too late. There has to a configured threshold of stream IDs and when this threshold is reached, a new TCP connection from the client to the server should be initiated and kept ready so that once the stream IDs exhaust, the new TCP connection can be used.


2. Reason for Change
Clause 5.2 of TS 29.500 needs to be expanded with a sub-clause on Stream ID exhaustion case and how to handle it.
3. Conclusions
	Conclusion#1: Each HTTP request-response fully consumes a single stream. At the end of a request-response exchange a stream is closed.

Conclusion#2: It is not possible to exchange multiple request-responses on a single long open stream.

Conclusion#3: Stream ID once used and closed cannot be reused.

Conclusion#4: 3GPP NFs may have hundreds of thousands of such request-response exchanges within a day itself. Even if we assume a transaction rate of 1000 request / response exchanges per second between 2 NFs, it just takes 298 hours (12 days) to exhaust 1073741824 streams. So the stream IDs on a single TCP connection will exhaust soon.

Conclusion#5: CT4 should specify in TS 29.500 this issue and how to get around it. The only ways seems to be initiating a new TCP connection. However waiting for all stream IDs to exhaust and then initiate a new TCP connection may be too late. There has to a configured threshold of stream IDs and when this threshold is reached, a new TCP connection from the client to the server should be initiated and kept ready so that once the stream IDs exhaust, the new TCP connection can be used.


4. Proposal

It is proposed to agree the following changes to 3GPP TS 29.500.
* * * First Change * * * *

5.2.5 
HTTP Request Response Exchange and HTTP 2.0 Stream Usage
The HTTP request / response exchange mechanism as specified in sub-clause 8.1 of IETF RFC 7540 [7] shall be supported between the 3GPP NFs. As per sub-clause 8.1 of IETF RFC 7540 [7] a HTTP request / response exchange fully consumes a single stream. Prior to the exhaustion of the HTTP 2.0 Stream IDs on a given TCP connection, an NF (acting as a HTTP client), shall initiate new TCP connection(s) towards its peer NF (acting as a HTTP server). The new TCP connection(s) shall be used for HTTP request / response exchange once the stream identifiers in the previous TCP connection is exhausted.
Editor's Note: It is FFS if a criteria for the point at which new TCP connection is initiated prior to Stream ID exhaustion needs to be specified.
NOTE: As per IETF RFC 7540 [7], a stream ID once closed cannot be reused on the same TCP connection. Considering the number of request / response exchanges between 3GPP NFs, the total available streams per TCP connection will exhaust frequently (once in few days).
* * * End of Changes * * * *

