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1. Introduction

During the CT4#70 meeting, Cisco presented a detailed paper (C4-151174) on T6a/b protocol selection which also highlighted how HTTP and JSON can be use used for each of the MONTE requirements (explained in the Annex section). Subsequent to CT4#70 a conference call was organized on 21st September 2015 to get opinion of vendors and operators on the protocol selection. Based on the opinions gathered on the call it was agreed that HTTP will be used as the protocol of choice for T6a/b as a working assumption for now but there are few clarifications that were sought with regards to the following
1. How will HTTP work in case of roaming and how HTTP stacks up against Diameter which has well defined Diameter relay / proxy / redirect agents?

2. What are the operational issues to be dealt with when deploying HTTP for roaming?

3. What are the benefits of HTTP over Diameter?
This paper tries to address each of the above. 

2. HTTP across roaming interface
For the MONTE work, the IWK-SCEF node at the VPLMN performs aggregation and roaming policy enforcement functions. The following are the functionalities of IWK-SCEF
1. One place of configuration for per PLMN roaming policies, which may include which events are allowed towards which roaming partners.

2. One place of charging record generation for MONTE events at the VPLMN. This requires the IWK-SCEF be aware of the chargeable party for each MONTE event.
3. Normalization of monitoring event reports towards the HPLMN.

4. Routing of messages across the PLMN boundaries and hiding the HPLMN SCEF topology and addresses from the VPLMN MME/SGSN.

Now lets investigate how these functionalities are performed by Diameter and HTTP

2.1 Diameter Routing Agent as IWK-SCEF

The following figure shows how the routing of messages across the roaming interface happen if a Diameter routing agent is deployed as the IWK-SCEF
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Figure 1: Diameter Routing Agent as IWK-SCEF

The MME need not know the topology, IP address and reachability of SCEF at HPLMN. All it cares is the destination host and destination realm name of the HPLMN entities. The DRA takes care of routing the request to the right SCEF. The DRA (IWK-SCEF) at the VPLMN uses the destination realm and routes the request to the DRA at the HPLMN. The HPLMN DRA then uses the destination host to route the request to the correct SCEF. The DRAs perform the following functionalities
1. Topology hiding.
2. For T6a/b case there is no load balancing involved since the SCEF for a specific monitoring event configuration for a specific UE is already fixed (through the SCEF ID sent via the S6t).
3. Overload control and message throttling towards the SCEFs / MMEs / SGSNs in its realm.

4. For T6a/b session binding is not applicable, since even if we use Diameter, T6a/b will be a session stateless interface and also routing is not based on IMSI. The SCEF is not supposed to know IMSI and hence the need for the DRA to pin a SCEF for a specific IMSI is not there. As explained in point 2 above, the SCEF for a given subscriber is already fixed (through the SCEF ID sent via the S6t).

2.2 HTTP Proxy as IWK-SCEF

The following figure shows how the routing of messages across the roaming interface happen if a HTTP proxy is deployed as the IWK-SCEF
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Figure 2: HTTP Proxy as IWK-SCEF

The MME need not know the topology, IP address and reachability of SCEF at HPLMN. All it cares is the SCEF URL (derived from SCEF ID and SCEF Reference ID) towards which it can PUT / POST a resource (event). The HTTP proxy takes care of routing the request to the right SCEF. The HTTP proxy (IWK-SCEF) at the VPLMN uses the URL's domain name and routes the request to the HTTP proxy at the HPLMN. The HPLMN HTTP proxy then uses the URL host name to route the request to the correct SCEF. Reference: Section 5 of IETF RFC 7230

The HTTP proxies perform the following functionalities

1. Topology hiding.

2. Can cache the responses to HTTP GET / HTTP HEAD methods and return the cached result (if the requested information is not very dynamic) for future queries. The lifetime and validity of the cache can be controlled by the HTTP server through the Cache-Control directive (Refer IETF RFC 7234 section 5.2)

As explained in section 2.1, load balancing and session binding requirements are not needed for T6a/b. However HTTP does support load balancing and session binding. Reference http://nginx.org/en/docs/http/load_balancing.html and http://httpd.apache.org/docs/2.2/mod/mod_proxy_balancer.html (Refer the section on Load balancer stickiness)
The only requirement that HTTP doesn’t support as compared to diameter is the application based overload control. In the case of HTTP, the overload control is performed based on TCP's own overload control mechanisms. Since MONTE is used for event reporting and event queries, TCP based congestion control is good enough. Unlike Diameter which is used for basic connectivity services like subscriber management, IP-CAN setup for which a robust application level congestion control may be needed, for MONTE event reporting, transport level congestion control will be sufficient. TCP based throttling / delay of packet delivery is not going to affect the basic network services. 
2.3 Call Flows with HTTP Proxy as IWK-SCEF

The following call flow explains how a MONTE event like UE reachability is configured and communicated across roaming interface
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Figure 3: Same Call Flow Across Roaming Interface
The SCEF-ID parameter sent across the S6t interface shall be an SCEF FQDN. The SCEF-Reference-ID for the monitoring event configured can be in the form of a resource URL string of form:


uid<xyz – some numerical value>/events/ue-reachability

Once the MME receives the Monitoring event configuration from the HSS the following actions take place

1. If the MME is in VPLMN and the VPLMN has IWK-SCEF deployed, then the MME has to first create a resource at the IWK-SCEF for the monitoring event configuration. This is achieved by the MME framing a HTTP URL of form

a. http(s)://iwk-sceffqdn/<scef-id>/<scef-ref-id>
2. MME then sends a HTTP POST request to the IWK-SCEF on this URL to create the monitoring event configuration resource at the IWK-SCEF. The HTTP client at the MME routes this HTTP POST request to the configured HTTP proxy always (which is the IWK-SCEF's address and TCP port 80).
3. The IWK-SCEF upon receiving this HTTP POST request, processes it, creates a resource locally for referring later when the actual events for UE reachability are posted and if the resource creation is successful, it responds to MME with a HTTP 201 Created. Also since the URL is a URL of the IWK-SCEF itself, the HTTP proxy will not further route this request outside.
4. MME then responds to HSS with an ISD Answer.

NOTE: This is assuming the stage 2 call flow as is. Stage 2 still has a open issue listed on whether MME should wait for IWK-SCEF to respond before sending ISD Answer or send immediate ISD Answer. It is expected that CT4 resolves that issue separately. That is anyways independent of the protocol used on T6a/b. If CT4 decides that immediate ISD Answer is the right way forward, then in the above call flow, the sequence of information flow will change but conceptually the routing of information through the IWK-SCEF is the same.

5. When the MME later detects the UE reachability event, it sends a HTTP PUT request with JSON data containing the UE's reachability information. MME frames the URL upon which the UE reachability information will be posted as 

a. http(s)://sceffqdn/<scef-ref-id>
6. The IWK-SCEF routes the HTTP PUT request to the SCEF based on the SCEFFQDN in the URL.
7. The SCEF responds the HTTP PUT with a 200 OK.

8. The format of the JSON document for each monitoring event report needs to be discussed and agreed by CT4.

As can be seen from above, by using a HTTP proxy as the IWK-SCEF, both monitoring event configuration at the IWK-SCEF and routing of the monitoring event report across the roaming interface is possible. The exact format of the FQDNs, SCEF Reference ID and the JSON data can be discussed and agreed by CT4. 
2.4 Concluding Remarks

As can be seen from above discussion a HTTP proxy can effectively act as an IWK-SCEF and supports most of the features that a DRA supports. Moreover there are a lot of well-known HTTP proxy implementations with detailed administrative guides and online assistance and a large community to support. Developing an IWK-SCEF functionality over a HTTP proxy is a lot easier as compared to developing and deploying a IWK-SCEF over a DRA.

3. Operational Issues to Consider for HTTP Usage Across Roaming Interface
There were questions on whether HTTP can solve the operational challenges that Diameter has faced and whether tools are available for the operator to manage a HTTP interface within their network and across the roaming interface. There are tons of open source tools available for HTTP monitoring, debugging and configuration and the support ecosystem is far wider than Diameter.

Some additional questions related to operational aspects of HTTP deployment are discussed below:

1. If an operator deploys a HTTP proxy internally within the PLMN, how can the internal HTTP proxies be configured to route the request further to IWK-SCEF and then across inter PLMN boundaries?

a. HTTP routing via multiple proxies in path is a standard phenomenon. All HTTP clients and HTTP servers have configurations to enable routing via a next hop proxy. If proxy routing is enabled, the HTTP node doesn’t do DNS resolution of the end destination host based on URL. Instead, the request is routed to next hop proxy based on the domain name in the URL. This is similar to realm based routing in Diameter. Call flow is as explained in section 2.2 above.

b. http://httpd.apache.org/docs/2.2/mod/mod_proxy.html#proxyremote gives details on how a HTTP proxy can be configured to route everything or route specific URLs to another proxy.

2. REST principles are mainly used when the number of operations is more readonly (using HTTP GET). How does it fit for MONTE?

a. No REST is an architectural principle that support Create (HTTP POST), Retrieve (HTTP GET), Update / Notify (HTTP PUT) and Delete (HTTP DELETE).

b. Major web services like social networking and video upload services involve lot of HTTP POST / HTTP PUT as content creation is also of high volume.

c. So saying that REST principles are used only for HTTP GET is not correct.
4. Benefits of HTTP over Diameter 
While it is true that Diameter over SCTP solves most of the use cases required for MONTE and T6a/b interface, the following issues outweigh the benefits of Diameter
1. SCEF is a node that’s partially on the app side and partially on the 3GPP side. It can be envisioned that engineers with application side expertise and not 3GPP expertise develop a node like SCEF.
2. Diameter and SCTP are not familiar to the application developers and by making the T6a/b interface a 3GPP specific protocol; we will make the adoption of MONTE and T6a/b in general very slow. 

3. T6a/b is the interface where majority of the MONTE events are exposed. This interface should be defined to be extendable by app developers and programmable by the operators.

4. HTTP allows, URL based calling of scripts at the MME/SGSN. In future if new non UE specific monitoring events are added, the effort required to develop such features at the MME/SGSN would be just the addition of new scripts (which can be easily done by the operators themselves) and configuring the MME/SGSN to route the URL specific to those new events to the right script.

5. HTTP allows multi format application data to be sent with loose semantics enabling definition of new application data content format as per one's requirement (the format needs to be conveyed through content-type header field).

The following diagrams show a representation of how this is achievable for future non-UE specific events (both one time query and continuous reporting).
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Figure 4: Ease of extensibility for new non UE MONTE events for one time immediate reporting
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Figure 5: Ease of extensibility for new non UE MONTE events for continuous and deferred reporting
For the non-UE specific events, the SCEF directly configures the monitoring events at the MME/SGSN. In this case the SCEF acts as the HTTP client and the MME/SGSN acts as the HTTP server. Based on the monitoring event type identified through the URL, the MME/SGSN invokes a CGI script which generates the response as JSON document and returns the response. In the case of one time monitoring events with immediate response (e.g Last known location information), the SCEF can use a HTTP GET. In the case of continuous monitoring events (or) one time monitoring events with deferred response (e.g Current location information), the SCEF uses HTTP POST with a callback URL given in the HTTP POST request's JSON content. The MME will later use the callback URL to publish the event content through a HTTP PUT. 
NOTE: Even for one time monitoring events with immediate response, we can adopt the mechanism of HTTP POST followed by a separate notification through HTTP PUT from the MME/SGSN (to be discussed and concluded by CT4).
As can be seen above, HTTP is a lot more application programmer and direct control friendly and helps in easy evolution of new services and new monitoring events at the MME/SGSN.

5. Addressing Head of Line Blocking and Overload Control Concerns with HTTP

If a persistent TCP connection is used for the HTTP communication between the SCEF and the MME/SGSN, then when multiple HTTP requests are pipelined, HTTP 1.1 requires that the responses MUST be sent in the order in which the requests are received. This creates a Head of Line blocking scenario when one of the requests stall at the server. HTTP 2.0 (IETF RFC 7540) solves this by allowing multiple requests to be multiplexed on a single TCP connection through separate stream IDs. This makes sure that a stalled request received on one stream doesn’t block the responses sent on other streams. Refer IETF RFC 7540 section 2

Multiplexing of requests is achieved by having each HTTP request/ response exchange associated with its own stream (Section 5).

Streams are largely independent of each other, so a blocked or stalled request or response does not prevent progress on other

streams.
HTTP 2.0 doesn’t solve the head of line blocking issue that will arise if there is a TCP path loss. However solving head of line blocking due to TCP path loss is required only if there is a requirement on the interface to be latency sensitive. The MONTE requirements don’t have any latency constraints on the T6a/b. TCP will anyways ensure reliable delivery. A head of line blocking due to TCP path loss in the worst case will incur latency in the delivery of events. The flexibility offered by HTTP can be traded off against latency for MONTE.
So if head of line blocking due to stalled requests need to be solved, one of the following options can be looked into with HTTP
1. Use HTTP 2.0 from the start. This will solve the HOL blocking due to request stalling. Though HTTP 2.0 is a recent IETF RFC and support in open source web servers and tools is rudimentary at the moment, considering the scale of internet and major web services already moving towards HTTP 2.0, support for HTTP 2.0 will soon be there at production quality. https://github.com/http2/http2-spec/wiki/Implementations provides an elaborate list of HTTP 2.0 support status in various web servers.

2. Alternatively instead of using HTTP 2.0, specify that the usage of short-lived TCP connection instead of persistent TCP connection is an implementation option based on configuration. This will ensure that head of line blocking due to request pipelining don’t happen. However establishing short lived TCP connection for each HTTP request / response dialog will incur latencies in TCP connection setup and this latency will be incurred during normal operation itself (not just when there is congestion / path loss). Considering this drawback, choosing HTTP 2.0 over TCP looks a better option, even though TCP path loss could create latency issues under severe congestion.
With respect to congestion control, as described in section 2.2 above, for MONTE requirements, TCP based congestion control is good enough. Additionally HTTP also supports 503 Service Unavailable status code which can be returned by the HTTP server along with a Retry-After header indicating the time up to which the server expects to be congested, if the HTTP server is able to process the request but not able to carry further with the actions due to congestion.

6. Conclusion
Protocol selection for an interface has to be performed to fit the requirements. For MONTE the primary requirement is flexibility and ease of extension. To give a better picture the following table gives a comparison on the key attributes.

	Sl.No
	Attribute / Property
	HTTP
	Diameter
	Remarks

	1
	Ease of extension and flexibility
	Excellent
	Rigid
	Key requirement

	2
	Reliable communication
	Uses reliable transport (TCP)
	Uses reliable transport (SCTP)
	Key requirement

	3
	Message Latency
	Inferior (due to HOL blocking issues of TCP if persistent connection is used and TCP connection setup time if short lived connections are used)
	Excellent
	The key requirement is to ensure event delivery reliably with low latency under normal operations. Medium to high latency during extreme traffic is acceptable. There are no strict latency requirements for MONTE as per stage 2.
In fact the SCEF to application side interface is HTTP based. It's hard to justify why latency is important on T6a/b but not important on SCEF to Application side. Even if we use a non-HTTP protocol on T6a/b the end delivery of events to application is going to happen over HTTP. So it is unclear how justifying Diameter over HTTP for this HOL blocking and resultant latency is valid.

	4
	Bidirectional Communication
	Needs either HTTP 2.0 or two separate TCP connections
	Natively Bidirectional
	Key requirement

	5
	Message Routing
	Supported through HTTP Proxy
	Supported through DRA
	Key requirement

	6
	Overload Control
	TCP backoff + 503 Service Unavailable status along with retry-after header. Works in peer-to-peer fashion
	Robust application based congestion control and transport based congestion control supported. Works end to end.
	Key requirement – when overload occurs. For normal operation this is not a key requirement.


Considering the above aspects into account HTTP is a far better choice compared to Diameter for the key requirements of T6a/b interface. Some of the drawbacks of HTTP like HOL blocking and congestion control can be addressed as mentioned in section 5 above (HTTP 2.0 can be chosen if needed). So it is suggested to use HTTP as the protocol of choice for T6a/b.
