3GPP TSG CT4 Meeting # 63
C4-132031
San Francisco, US, 11th-15th November 2013

3GPP TSG RAN WG3 Meeting #82
R3-132176
San Francisco, US; 11th – 15th November 2013
Source:
Ericsson
Title:
Discussion on the restoration of Public Warning message Delivery at eNB failure
Agenda item:
6.6
Document for:
Information 
1
Background
· CT4 was decided to take responsibility to the restoration procedure for delivery of warning messages upon a failure/restart of the eNodeB as part of Reporting Enhancements in Warning message delivery (Rel-12 WI: REP_WMD). 
· Summary of the discussion at CT4#62bis meeting:
· 1. When eNB requires the reload of warning message, which CN node takes responsibility? MME vs CBC? 

CT4 took the working assumption that the CBC will be responsible for the Warning Message recovery to the eNodeB;
· 2. Which message should be used to let eNB inform CBC that it requires the reload of warning messages? S1 SETUP Request or new S1 message? 
· CT4 has not reach consensus and send LS to RAN3 (C4-131873)
2
Discussion

This paper describes the discussion we had at the last CT4 meeting on the two possible approaches, i.e. using the existing S1 Setup and creating a new S1 message dedicated for informing that eNB need reload of public warning message. These two approaches are illustrated in the following diagrams.
Using the existing message S1 Setup Request as trigger to notify the CBC to reload:
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Per existing requirements, upon recovery of a restart, the eNB 1 will send S1 Setup request message to all its connected MMEs in the same MME pool; then all MMEs will then generate eNB Operational Information to indicate to the CBC that eNB might need a recovery of warning messages.

Evaluations:

· Pros:

1. No impact on S1AP interface and no impact on eNBs.

2. No extra S1AP message upon an eNB restart or upon recovery of one or more S1AP paths 

3. work with pre-Rel-12 eNB implementations

4. S1 Setup request message upon eNB restart is sent to all connected MMEs in the same pool; it builds redundancy naturally so that it makes sure that CBC will receive the eNB Operational information message even when there is simultaneous a SBc path failure. 

· Cons:

1. As many eNB operational information messages are sent towards the CBC (one per each MME of the pool) at the eNB restart, to avoid the CBC reloads the eNB for multiple times,  this may require either the CBC implementing  an extra logic, e.g. simply ignore the subsequent eNB operational information if such messages are received in a very short period assuming they are due to the same eNB restart or the MMEs may add eNB restart counter in the eNB operational information and such counter shall be reset when a guard timer expires (the guard timer may be set to the average of eNB restart time), so that the same eNB restart has the same restart counter.
2. It is only applicable to the use cases where S1 Setup procedure is required.

Using a new dedicated class 1 message:
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Upon recovery of a restart, the eNB sends a new S1AP message – Restart Indication to one MME in addition to sending S1 Setup request message (to all its connected MMEs in the same MME pool); When the MME receives the Restart Indication, it shall forward the Restart Indication to the CBC; and the CBC shall acknowledge of the Restart Indication, then the MME forwards Restart Indication Acknowledgement to the eNB.
Evaluations:

·  Pros:

1. generic and single solution for all use cases, including cases where eNB needs to reload warning message data while S1 remains up;
2. simplify the CBC logic as it results in one single Restart Indication sent to one MME and thus towards the CBC;

3. e2e acknowledged procedure from eNB to CBC which guarantees that the CBC receives the eNB request to reload warning message data. In the rare events where the SBc path is down, the eNB can resend the Restart Indication via an alternative MME if it does not get an acknowledgement from the CBC.
· Cons:

1. new S1AP procedure, so all eNBs within PWS service area are impacted;

2. one extra S1AP message upon an eNB restart or upon recovery of one or more S1AP paths

3. one extra acknowledgement message 

4. does not work with pre-Rel-12 eNBs

5. if not all MMEs of the MME pool supports the warning message service, eNBs needs to be provisioned with the MMEs supporting the warning message service (or need to receive a corresponding indication in S1 Setup response).

6. in rare occasions, may cause a small delay to reload the warning message data if the eNB needs to re-send the Restart Indication via an alternative MME when the SBc path between the first MME and CBC is down.
It seems that re-using S1 Setup request message over S1AP interface and introducing only one new message eNB Operation Information over SBc interface has much less system impact, it can work very well with eNB restart/failure case. While introducing new S1AP message implies thousands of eNBs’ upgrade where it increases OPEX and risk of extra failures, it is not a cost efficient way to solve a relative infrequent restart case.
However CT4 didn’t reach consensus since questions were raised on whether this procedure could also be required upon the restart of one or more cells of the eNodeB and potential other use cases.
This leads to the LS C4-131873 sent to RAN3. 
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Figure 1: Solution A - using S1 Setup Request 
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New message:
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Solution B - New Restart Indication from eNB to CBC (acknowledged by CBC)
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4.Restart Indication Ack.
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2.Restart Indication





3.Restart Indication Ack.








