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Introduction

CT4 is studying a new procedure for Release-12 where delivery of warning messages is restored upon a failure/restart of the eNodeB. If the eNodeB has lost its warning message data then the CBC needs to be informed that it needs to reload the eNB with its warning messages, if any. 

CT4 is evaluating two possible approaches to indicate to the CBC that the eNodeB needs reloading of its warning message data.:
A. A new Restart Indication message from the MME to the CBC only, which each MME would send upon every S1 Setup Request procedure. The Restart Indication would contain the identity of the eNB(s) and possibly the TAIs served by the restarted eNB (FFS).

B. A new Restart Indication message from the eNodeB to the CBC via one MME of the MME pool which could include the list of cells to be reloaded. 




The contribution provides further analysis of both solutions.

Discussion

I. Scenarios  to be considered
The following scenarios may affect the delivery of warning messages in the eNB and/or the synchronisation between eNB and CBC. Thus it needs to be discussed/understood how the Warning Message service is restored in these use cases.  
1) eNB restart: 
· both solutions A and B can work

· solution A could work w/o modifying the S1 setup procedure, but needs to rely on a timer sufficiently well adjusted in the CBC to the restart time of the eNBs from different vendors, to detect and discard duplicate Restart Indication from multiple MMEs of the pool concerning the same eNB; and with no certainty of the result in some bad scenarios (e.g. two consecutive restart from eNB).
2) eNB partial failure: 
· e.g. a hardware or software failure affecting the Warning Message service in the eNB but not the S1AP application/interface, or vice-versa.
· partial failure scenarios have been addressed extensively in 3GPP TS 23.007 (Restoration Stage 2) e.g. with partial failure handling procedures specified for MME, SGW, PGW, ePDG and TWAN.

· likewise, the S1AP Reset procedure also supports partial failure handling by assuming that some S1 links can be down but not all.

· solution A couples the Warning Message restoration in an eNB with the S1 setup request. The drawback is that in case of some issue to deliver the Warning Message in the eNB (eNB partial failure), eNB will need to cut the S1 (and therefore all calls ongoing under that eNB) even when not needed in order to trigger the reload of the warning message data.
3) cell barring/unbarring: 
· would lead to a desynchronisation between the CBC and the eNB if the eNB has stored the information and starts broadcasting by its own when a cell is being unbarred:
a) upon receipt of a WRWR for a cell that is barred, the eNB will indicate in the response that the request was not successful for this cell. So the CBC will know/assume that the service is not broadcast in that cell. 
b) If the cell is unbarred and the eNB resumes the service in that cell by its own (assuming its stores the information even when rejecting the CBC WRWR request), the CBC would not be aware that the delivery of warning message(s) has resumed in that cell. 
=>  desynchronisation between the CBC and eNB 
=>  e.g. when stopping the delivery of the message, the CBC would stop the service in all the cells except this one. 

· so the eNB should ask the CBC to reload the data for the restarted cell(s).
· most of time cells are barred only based on O&M action or when all S1 links are down. So solution A could work if O&M barring/unbarring of cells is coordinated in the CBC. However coupling the barring/unbarring of cells to O&M for ever seems not acceptable. Already some features can lead to unbar cells w/o O&M e.g. energy saving feature where the coverage cell can send an activation request to a pico eNB in dormant mode to wake it up for capacity reason in the coverage cell (see support of energy saving in subclause 22.4.4 of 3GPP TS 36.300). One cannot preclude for ever that  other telecom features come also in the future to bar/unbar cells without O&M coordination.
4) all O&M driven use cases: 

· Examples: 

· the Warning Message service is enabled/disabled at the eNB;

· provisioniong of a new cell in an eNB, 

· on-line modification of an EmergencyArea: e.g. if the operator reconfigures the cell(s) of the eNB to make them part of a new Emergency Area.
· these use case (at least b and c) normally require corresponding provisioning at the CBC
· so could be assumed that warning message reloading is triggered by an action at the CBC 

· assumes O&M action done first at the eNB, then at the CBC

· implies tighter coordination between operators in network sharing deployments. TS 23.251 requires that warning system service should be ensured by one single CBC. Therefore if CBC belongs to operator A and network has eNBs from operators A and B, operator B needs to coordinate with operator A whenever there is modification in the network.

5) S1 restart: 
· solution A leads to reload Warning message data whenever S1 restarts even in cases when this is not needed, e.g. 

· one S1AP path failure/recovery between one MME and eNB, with MME/CBC supporting the Rel-12 REP_WMD enhancements 

· partial failure in the eNB impacting S1AP but not the Warning Message service.
II. Evaluation of both approaches
1) Solution A (S1 Setup Request)
· Pros:

a) no new S1AP procedure, may let the eNBs untouched 

b) may work with pre-Rel-12 eNB implementations

c) no extra S1AP message (and no extra acknowledgment)  upon an eNB restart or upon recovery of one or more S1AP paths 

· Cons:

d) does not address use cases where eNB needs to reload warning message data while S1 remains up (e.g. eNB partial failure impacting PWS data storage in eNB, individual cell restart) 
· eNB would need to tear down all S1 connections even when not needed in order to trigger the PWS reload
e) MME and CBC shall implement/use all the REP_WMD enhancements of release 12 (i.e. stop warning indication, write warning indication) intended to keep CBC and eNBs in sync 
· since no e2e acknowledgment of the Restart Indication (eNB- CBC)
· w/o the REP_WMD enhancements, a desynchronisation could occur between the CBC and eNB while the S1AP path is down. And the CBC would not reload the warning message data in the eNB if there is an SBc path failure at the time of the S1 Setup Request procedure (e.g. transient network failure near the CBC affecting all SBc paths, single MME or small MME pools) or if the MME is not able to send a Restart Indication to the CBC (e.g. MME in overload). 
This risk is bigger upon an S1AP path recovery for which only one MME would possibly send a Restart Indication to the CBC.

f) Leads to reload warning message data whenever S1 restarts even in cases when this is not needed, e.g.
· one S1AP path failure/recovery, CBC and MME support the Rel-12 REP_WMD enhancements

· partial failure impacting S1AP but not the Warning Message service in eNB
g) Leads to reload PWS for all the cells of the eNodeB (assuming the MME and CBC both support a new eNB ID list IE in Restart Indication over SBc). Would lead to reload PWS for all the cells of the TAIs of the affected eNB otherwise if such eNB ID IE were not supported !
h) many Restart Indication are sent towards the CBC (one per each MME of the pool)

· need for an extra mechanism to enable the CBC to correlate that all these requests correspond to one and single eNB restart 

· can create a surge of signalling at the CBC if multiple eNBs send an S1 Setup Request almost simultaneously.

· requires a timer sufficiently well adjusted in the CBC to the restart time of the eNBs from different vendors, to detect and discard duplicate Restart Indication from all the MMEs of the pool; and with no certainty of the result in some bad scenarios (e.g. two consecutive restart from eNB). 

2) Solution B (new S1AP Restart Indication): 

· Pros:

· generic and single solution for all use cases, including cases where eNB needs to reload warning message data while S1 remains up (e.g. partial failure impacting PWS data storage in eNB, individual cell restart, energy saving feature);
· avoids to cut all ongoing calls in an eNB due to such partial PWS failure in eNB;
· only one single Restart Indication sent to one MME and thus to the CBC
· reloads only the cells that need to reload their data

· enables to restoration the warning message data in the eNB regardless of whether MME/CBC implement or not the Rel-12 REP_WMD enhancements

· does not trigger an unnecessary reload upon an S1AP path failure/recovery if the MME/CBC support the Rel-12 REP_WMD enhancements

· e2e acknowledged procedure from eNB to CBC which guarantees that the CBC receives the eNB request to reload warning message data. In the rare events where the SBc path is down, the eNB can resend the Restart Indication via an alternative MME if it does not get an acknowledgement from the CBC.
· same approach as for GERAN/UTRAN (BSC/RNC initiated Restart Indication)

· Cons:

· one new S1AP procedure, so requires an eNB upgrade (but limited impacts)
· does not work with pre-Rel-12 eNBs

· one extra S1AP message upon an eNB restart or upon recovery of one or more S1AP paths

· one extra acknowledgement message 

· if not all MMEs of the MME pool supports the warning message service, eNBs needs to be provisioned with the MMEs supporting the warning message service (or need to receive a corresponding indication in S1 Setup response).

· in rare occasions, may cause a small delay to reload the warning message data if the eNB needs to re-send the Restart Indication via an alternative MME when the SBc path between the first MME and CBC is down.

Other difference between the two solutions:
· In solution B, when the eNodeB sends a restart indication message for some cells, it means that the Warning Message Service is restarted for those cells, i.e. upon receipt of the restart acknowledgement from the CBC, the eNodeB will stop broadcasting on-going warning messages after a pre-configured time period if the corresponding warning messages are not reloaded by the CBC. 

This applies e.g. upon the recovery of one or more S1AP paths, if a Restart Indication is sent to the CBC (based on operator policy, depending on whether the MME/CBC supports the Rel-12 REP_WMD enhancements). 

This means that regardless of whether the eNodeB has lost is warning message data (e.g. eNB restart) or not (e.g. S1AP path failure), the CBC does not need to send a Stop request to the eNB upon receipt of a Restart Indication. 

· In solution A, upon an S1AP path failure/recovery, the eNodeB has no choice but to continue to broadcast on-going warning messages due to the fact that it cannot trust the MME to send the restart indication successfully (e.g. MME in overload, SBc interface down, etc..) – cf no e2e acknowledgement. 

Therefore when the MME sends the restart indication, the CBC cannot distinguish if the warning messages are still up and running (S1AP path failure case) or not (eNodeB restart case). 

This entails the following drawbacks:
· the CBC shall send again WRWR for all cells for which broadcast should be already on-going (e.g. upon an S1AP path failure/recovery) i.e. redundant Write for the cells which continued the broadcast; 
· the CBC shall send again a stop request for all cells where broadcast should not be ongoing: indeed, if the CBC tried to stop unsuccessfully some messages during the S1AP path failure, it needs to stop them again after receiving the restart indication. Stop request is useless though in case that was a real eNB restart (and not an S1AP path failure). The second drawback can be minimized if the Rel-12 REP_WMD evolutions are supported (CBC would try the kill via another MME) but not 100% eliminated.
III. Other aspects of the solution
Whatever the approach retained to trigger the CBC to reload the warning message data in an eNB, the following requirements are expected to apply:

1) upon an eNodeB restart, the eNodeB shall delete all its warning message data;
2) an eNodeB shall continue to broadcast warning messages during an S1AP path failure;
3) the Restart Indication and the WRWR message on the SBc interface shall contain an eNB ID List IE to allow the MME to distribute the WRWR messages only towards the eNB(s) that need to reload their warning message data.
The WRWR will also still contain the list of TAIs. An MME that receives a WRWR with an eNB ID List IE will distribute the message to the eNBs serving the TAIs and being part of the eNB ID list IE. 

The Restart Indication will also contain the list of cells to be reloaded (sol. B). In Sol. A, the CBC could derive the list of cells to reload based on the eNB ID (since the cell identity contains the 20 or 28 bits of the macro or HeNB ID).

An MME/CBC supporting the Rel-12 restoration procedure for warning message delivery shall support the eNB ID List IE in those messages to avoid overflooding eNBs that do not require any reload with unnecessary WRWR messages. In sol. A, this would also avoid that the CBC reloads cells pertaining e.g. to the same TAIs as the restarted eNB but to different eNBs.
IV. Conclusions
Solution A has the advantage that it could possibly leave the eNB implementation untouched (depending on current vendors' implementations), but it does not support means for the eNB to reload warning message data in scenarios where S1 remains up (e.g. eNB partial failure, individual cell restart, energy saving) except than cutting S1 which has unacceptable impacts such as cutting ongoing calls. Solution A also requires the MME/CBC to support and use the Rel-12 REP_WMD enhancements. This solution also multiplies the signalling on the SBc interface and requires an extra correlation mechanism at the CBC. 
Solution B provides a generic solution covering all possible failure scenarios, at the price of defining one extra S1AP Restart Indication/Acknowledgement procedure. Solution B does not require to support the Rel-12 REP_WMD enhancements  in the network. It also minimizes the signalling by sending a unique Restart Indication to the CBC and by allowing the CBC to reload only the cells that need to be reloaded. This solution does not mandate tight O&M coordination at the CBC (in particular in shared networks) and is more future proof in allowing the eNB to request reloading of its warning message data on demand, e.g. when a cell is barred/unbarred due to telecom events. 

It is proposed to adopt the principles of the solution B.   
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