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PWS message flow in ETWS
An ETWS messages needs to be broadcasted within 4 seconds. 

Therefore the CBC should send the message to all MMEs in the MME pool; simply to increase the likelihood that the message arrives in the eNodeB, even if an S1 link is unavailable.

Since an earthquake arrives within seconds, an ETWS message expires after a few minutes.

This implies that there is no need to

· Update a message (no time for that)

· Kill a message (it expires quickly)

· Report back to the CBC about success or failure of message broadcast (nothing can be done about it anyway)

· Store a message in the MME in case its S1 link is down in case S1-flex is used (message will reach the eNodeB through another MME in the pool)

· Reload messages after a restart of cells or an entire eNodeB

PWS message flow in non-ETWS in Release-11
In Release-11 there is no forwarding of Message Completed Area Lists or Message Cancelled Area Lists to the CBC; hence the CBC cannot know if message broadcast was successful or not.
If the CBC sends a message through one MME in the pool and that is not successful (error response or no response returned to the CBC) then the CBC will try to send the message through another MME in the pool. If that is successful the CBC still doesn’t know if the message has arrived in the eNodeB, but at least the message was accepted by an MME.

An MME that has received a message from the CBC, but cannot deliver the message to the eNodeB because the S1 link is down, may go into a retry cycle to deliver the message to the eNodeB once the S1 link has come up again. Since the MME has responded to the CBC with a message accepted response, the CBC can only assume the message was successful and will not try to send the message through another MME.
This implies that it is

· Useful to store a message in the MME in case its S1 link is down and retry sending the message.

PWS message flow in non-ETWS in Release-12
In Release-12 Broadcast Completed Area Lists and Broadcast Cancelled Area Lists may be forwarded to the CBC; hence the CBC knows if message broadcast and cancellation was successful or not.

Assume that the CBC sends a Write-Replace-Warning-Request message through one MME in the pool and that is successful (MME responded with message accepted) but the MME is not successful in delivering the message to an eNodeB because the S1 link to that eNodeB is down.

The CBC will become aware because it will not receive the Broadcast Scheduled Area List for the area under that eNodeB.

There are two options now:

· The MME waits until the S1 comes up again and then sends the message to the eNodeB, or,

· If broadcasting of warning messages can’t wait......

Then the CBC will try to send the message through another MME in the pool. If the MME accepts the message the CBC needs to wait until it has received the Broadcast Scheduled Area Lists to determine if broadcast successfully started in that area. Assume that is successful.
Sometime later the CBC kills that message again with a Stop-Warning-Request message that is sent through the second MME. Assume that is successful.

If the first MME stores the message until its S1 link has come up again, it would possibly send the Write-Replace-Warning-Request message to the eNodeB and reload an already killed message.
This implies that it is 

· Problematic to store a message in the MME in case its S1 link is down; if S1-flex is used the message will be sent through another MME in the pool.
· Useful to store a message in the MME in case S1-flex is not used.

Conclusion
Storing a message in the MME in case the S1 link is down is useful 

· In case of Rel-11 non-ETWS use

· In case of Rel-12 non-ETWS use when the CBC has not requested for the Broadcast Scheduled Area List or the Broadcast Cancelled Area List and S1-flex is used
· In case of Rel-12 non-ETWS use when S1-flex is not used

But leads to problems if the CBC is aware of success or failure of message delivery by an MME. In case the CBC has requested the Broadcast Scheduled/Cancelled Area List the MME shall leave the message management to the CBC and not store messages. 
Recommendation
Agree a CR for TS 23.007 (Restoration Procedures) which states that an MME shall not store a warning message when its S1 link is down.
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