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Brief Summary
This contribution discusses priority treatment by network and network nodes with scope on H.248 entities (like for Iq, Ix, Mn, Mc and Mp). The most challenging network scenario is Ix (= IBCF as H.248 MGC entity and TrGW as H.248 MG entity) due to the peering nature between different network operators and possibly heterogeneous network infrastructures.
1
Introduction
H.248 provides multiple signalling elements for indicating different traffic treatment. The notion of priority traffic here covers the three Context attributes priority indicator, emergency indicator and IEPS call indicator and shall be understood in this discussion as follows:

An H.248 Context is associated to priority traffic handling when following condition is true:

IF (PriorityIndicator > 0) OR (EmergencyIndicator = ON) OR (IEPScallIndicator = ON)

1.1
Status H.248 Profiles
The following table copy summarizes the status for Ix and Iq:

3GPP R10 – Ix (29.238) & Iq (29.334): Table 5.5.1: Context Attributes

	Context Attribute
	Supported
	Values Supported

	…
	
	

	Priority Indicator
	NO(NOTE)
	0-15

	Emergency Indicator
	Yes
	YES/NO

	IEPS Indicator
	No
	NA

	…
	
	

	NOTE: 
This Context Attribute parameter is allowed in ETSI TISPAN Ia Profile version 3.


There’s actually support of emergency calls only in pure 3GPP environments, and additional priority level support in TISPAN instantiations.
1.2
IEPS traffic support: question of stage 3 solutions?
There are different stage 3 alternatives mentioned under the assumption of an agreed stage 2 requirement for IEPS traffic support:
(A) Native approach: stage 3 based on explicit H.248 signalling element, the ContextAttribute IEPS indicator.

(B) Emulation approach: reuse of existing stage 3 capabilities, which would mean support of ContextAttribute Priority indicator for IEPS service.

Option (A) looks pretty straightforward, but there’s a catch with this approach: this ContextAttribute was just introduced with H.248.1 Version 3, which is not yet supported by any 3GPP H.248 profile! Some parties are reluctant to upgrade from Version 2 (as the baseline for Ix (29.238) & Iq (29.334)) to Version 3, just due to a single additional protocol element. However, the introduction of H.248.1 V3 might not be any blocking criteria when a stepwise addition of V3 capabilities would be considered (“instead of the all or nothing approach”). See Appendix A for a more detailed discussion.
The primary scope of this discussion paper is related to options (A) and (B), - or to the question: “Could be any use case identified which would ultimately demand for support of option (A)?”
We like to challenge some potential use cases with this question …
2
Potential use cases with IEPS indicator support
2.1
Overview
We could imagine following use cases (from Ix perspective; no exhaustive list):

	Potential use cases with IEPS indicator support

	Use case #A: support of multiple, different IP QoS architectures

	Use case #B: IP bearer connection traversing different IP QoS architectures

	Use case #C: Priority treatment with more than 16 priority levels

	Use case #D: Network monitoring of signalling traffic (here: H.248)

	Use case #E: National regulations which mandate the use of both, IEPS and priority indicator

	Use case #F: heterogeneous vendor landscape

	others?


The considered network environments are going beyond 3GPP QoS and priority architectures because the IBCF/TrGW must support also peering with non-3GPP IP networks.

Figure B.1 (in Appendix B) recalls priority traffic handling by H.248 entities. Any kind of traffic priority indication sent from the MGC to the MG leads to correspondent actions in one or multiple functional areas. 

2.2
Use case #A: support of multiple, different IP QoS architectures
This use case focuses on bearer network characteristics (= area “5” in Figure B.1) by considering support of multiple, different IP QoS architectures (see Figure 2.2):
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Figure 2.2 – Use case #A: support of multiple, different IP QoS architectures
There is the assumption that the stage 2 requirement could be satisfied by dedicated QoS support for IEPS traffic as stage 3 solution. This implies a mapping of IEPS information at call control signalling level to appropriate “H.248 means” (see also Fig. 2.1). 

There are two basic solutions, - according different mapping strategies -, outlined in Fig. 2.2:
· Solution A.1: 

· the MGC is responsible for all kind of QoS mappings, thus a so-called technology-dependent decision point (TDDP);

· the stage 2 requirement could be already supported by H.248 signalling elements for “QoS technologies”;

· the ContextAttribute IEPS indicator may not be needed at all;

· Solution A.2: 

· the TDDP responsibility is delegated to the slave entities MG;

· thus, a generic mapping between call control signalling indicators and H.248 ContextAttributes is possible

Some conclusions:

· A.2 looks attractive from MGC perspective, however, existing profile specifications assign the TDDP to the MGC
· thus, starting point for stage 3 would be the assumption of a “QoS technology aware” MGC (= A.1)

· any IEPS indicator support isn’t straightforward to justify …

2.3
Use case #B: IP bearer connection traversing different IP QoS architectures
The next use case is similar as #A, but focusing on the interworking aspect: the e2e IP bearer connection for IEPS traffic is traversing different IP QoS architectures (Fig. 2.3). Thus, the two H.248 IP stream endpoints would then got different protocol stacks and/or different policy enforcements for IEPS support, leading to additional mapping complexity as in comparison to #A.
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Figure 2.3 – Use case #B: IP bearer connection traversing different IP QoS architectures

Some conclusions:

· the discussion (for the indicated solutions B.1 and B.2) is fairly similar as in use case #A …

2.4
Use case #C: Priority treatment with more than 16 priority levels
The codepoint space would be exhausted in network environments which requesting more than 16 priority levels. The “IEPS service” could be then not emulated (“the option B in clause 1.2”) by reserving a particular H.248 priority indicator codepoint exclusively for IEPS calls.
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Figure 2.4 – Use case #C: Priority treatment with more than 16 priority levels
Some conclusions:

· there’s just one solution feasible (C.1) by support of the IEPS indicator …

· however, any existing stage 2 requirement for more than 16 priority levels?

2.5
Use case #D: Network monitoring of signalling traffic (here: H.248)
Figure 2.5 illustrates a (theoretical) network monitoring scenario, based on TDF/DPI policy rules for detection of application “IEPS service” in network control plane traffic.
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Figure 2.5 – Use case #D: Network monitoring of signalling traffic (here: H.248)

Some conclusions:

· no further consideration here because such a feature is out of scope of 3GPP solution (and there isn’t any stage 2 as well) …
2.6
Use case #E: National regulations which mandate the use of both, IEPS and priority indicator
Regulation authorities could explicitly mandate support of all ContextAttributes for national solutions.
Some conclusions:

· no further consideration here because a national (or local) H.248 profile would/could be derived from international (or global) H.248 profile specifications … and only international H.248 profiles are in scope of 3GPP in our understanding

2.7
Use case #F: heterogeneous vendor landscape 
Also not any further elaboration of this use case, because again beyond 3GPP.
3
Summary & Conclusions
The stage 2 requirement for IEPS service support may be basically satisfied by two stage 3 solutions: with and without IEPS indicator capability, called native (A) and emulation (B) approach in this document.
A number of practical and more theoretical use cases were discussed.

The native approach might be beneficial in two scenarios:

· A.2: MGC as technology-independent decision point (TIDP) when IEPS support implies a dedicated QoS technology; and

· C.1: Exhausted codepoint space due unavailable priority level codepoints for additional IEPS indication.

However, the very majority of use cases could be already solved by an emulation approach.

This contribution does not request any actions on existing stage 2 and stage 3 specifications. The prime purpose is rather a collection of use cases.

____________________

Appendix A – Stepwise introduction of H.248.1 Version 3 capabilities
The real goody of H.248 profile specifications is the fact that individual H.248 protocol elements may be gradually supported (or not). Thus, the stepwise introduction of H.248.1 Version 3 capabilities could be easily achieved when using a profile specification (“which is the case in 3GPP”).

Figure A.1 depicts the two basic upversioning strategies, either full (I) or just partial (II) support of V3 capabilities.
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Figure A.1 – H.248.1 protocol version support – Upversioning strategies

The IEPS call indicator based stage 3 solution for eMPS would imply two V3 capabilities:

a) V3 compliant H.248 message encoder/decoder; and
b) signalling property IEPS indicator.
Capability (a) should be a minor delta because there is not any significant syntactical upgrade from V2 to V3 (with regards to the H.248.1 core protocol).

Capability (b) should be similar effort, comparable to the support of a new package with a single property. 

Some observations:

· A stepwise introduction of H.248.1 V3 seems to be a pragmatic way forward and also feasible from specification point of view (“would not violate stage 3 specifications in our opinion”).

· A stepwise introduction of H.248.1 V3 seems to be a small step here (see items (a) and (b)).

· Explicit support of the V3 IEPS signalling element shouldn’t be therefore a real show stopper for eMPS.

____________________

Appendix B – Overall traffic model 

Figure B.1 recalls priority traffic handling by H.248 entities: 
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Figure B.1 – Example overall traffic model for priority services with scope on MG entity (see [ITU-T H.248.81])

The prime functional areas for the H.248 MG entity (TrGW in case of Ix) are (according [ITU-T H.248.81]):
· “3”: MG Control Path – Priority command processing;
· “4”: MG Data Path – Reservation, allocation and pre-emption of resources depending on national variation; and
· “5”: Bearer network – Support of dedicated "QoS and policy architectures".
____________________
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