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1. Introduction

Handover procedures are described in several places in the current version of the TR and the descriptions need to be aligned as shown in this contribution.

The description of user plane handling in Inter-BSS handovers is made more specific and moved to the appropriate Clause 12. 
2. Reason for Change

There are duplications of handover descriptions in the TR and some contradicting descriptions that need to be clarified. The structure of Clause 7 should be simplified and the description of user plane handling in Inter-BSS handovers should be made more specific and moved to Clause 12.

3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.889, version 1.2.0.

* * * First Change * * * *

7.3
General descriptions of Inter-BSS Handovers with LCLS 
7.3.1
Inter-BSS Handovers and LCLS that terminates Local Call


Here it is assumed that LCLS is established and ongoing within one BSS and then one of the call parties (oMS or tMS) moves out of the common BSS serving area and therefore the Local Switch between oBSS and tBSS can no longer be maintained. The following issues need to be considered:

· BSS needs to determine that one MS associated to an LCLS connection is leaving the BSS serving area and signals to MSC Server that LCLS has to be broken.

· This could be signalled implicitly by the Handover Required message (the MSC Server can determine that easily by the target cell ID), or explicitly in the Handover Required message or explicitly via the LCLS Status message. What is important however, is that the Local Switch is not interrupted, until the Handover is executed (to avoid breaking LCLS in the event that the handover does not occur).
· The voice service quality of LCLS related calls shall be ensured during Inter-BSS (and Inter-MSC) handovers. It would therefore be beneficial that the serving BSS copies both the User Plane Data streams immediately in uplink direction (without breaking LCLS!) for the transmission through the Core Network to have them available for the target BSS already before the handover is executed.

· The MSC Server needs to handle the Inter-BSS handover as usual, but shall also inform the rest of the CN nodes that LCLS will have to be dropped (some nodes may permit LCLS but will need to know when the user data is running back through the CN. It is important for an optimal handover that the User Plane through the Core Network is established before the handover is executed. 

The handling of the user plane when LCLS is established and released and for Inter-BSS handovers is described in Clause 12.



Subclause 13.3.1.1 describes the basic general call flow for an Inter-BSS Handover that terminates LCLS. 
7.3.2
Inter-BSS Handover that establishes Local Call


Here it is assumed that the call is ongoing between two BSSs as usual, i.e. with the voice path through the Core Network; Local Switch is not established. But we assume that both BSSs received the LCLS-Preference from their MSC Server, saying that LCLS is permitted. They also received GCR for this call.
Subclause 13.3.1.3 describes the basic general call flow for an Inter-BSS Handover that allows LCLS to be established. 
One subscriber moves into a cell area supported by the same BSS as the other party with whom they are connected. The following issues need to be considered:

-
The old, still serving BSS, which is about to be left behind by the moving MS, sends a legacy Handover Required message to the serving MSC Server; the call is ongoing.

-
The MSC Server sends the Handover Request message to the target BSS with all the usual AoIP-related parameters, especially the Codec List (MSC Preferred) and with the Global Call Reference (GCR) for the ongoing call, together with the LCLS-Preference and LCLS-ConnectionStatusControl, in this example: LCLS is allowed, meaning for example that no network nodes require access to the user plane. LCLS-ConnectionStatusControl is used to indicate whether the call can be locally connected or not, in this example LCLS can be established. 
Editor's Note:
In the above text this is only applicable to AoIP. AoTDM should be described separately or the text made more general.


-
The target BSS sees the LCLS-Preference and correlates this GCR to all ongoing calls in the target BSS to determine whether it has already received another assignment with the same GCR, which would be a candidate for a Local Switch. In our example here that is the case and LCLS is potentially feasible. Important to note is: the other call is already ongoing and that is a fundamental difference to the call setup case;

-
The target BSS selects the best fitting, LCLS-compatible Codec out of the Codec List (MSC Preferred) and hopefully this is successful for LCLS; otherwise LCLS is not (directly) possible;

-
The target BSS prepares the new radio leg and reports the parameters back in the usual Handover Request  Acknowledgment message, together with the LCLS-Status: LCLS is feasible, but not established though CN gave permission to establish LCLS connection.

-
The serving MSC Server prepares the serving MGW for the handover and the speech data in DL are forked to the old and new BSS, the old connection is still intact, the call is not interrupted. The old BTS and the new BTS send the speech data in DL onto the air interface.

-
The old serving BSS sends the Handover Command to the MS and the handover is executed.

-
As soon as the target BSS detects that the mobile has arrived at the target BSS, it may establish the Local Switch; the speech path delay gets shorter and the speech quality remains or improves.

-
Now the serving MSC Server is informed, both that the Handover was completed and that the Local Switch was established. The MSC Server informs all other Nodes (including the far end MSC) within the call path (MSC Servers and MGWs) that Local Switch is established, this is described in subclause 8.2. 

-
The BSS shall update the serving MSC's (local and remote) with the LCLS-Status.

-
Old access termination BSS and the MGW resources are released for this call. 

7.3.3
Inter-BSS Handover that leaves Local Switching unchanged 

In this scenario it is assumed that LCLS was not established before the Inter-BSS handover. When one call leg is handed over to another BSS, the call may still remain not local and LCLS can not be established for the call. The LCLS status of the call is not changed in this case.
7.4
Inter-MSC Handover Scenarios

7.4.1
General Considerations

The differences for LCLS when considering Inter-MSC handovers compared to Inter-BSS handover within the same MSC is that the GCR and LCLS Preference negotiated from the other party known by the Anchor MSC needs to be passed to the Target MSC. Additionally when LCLS is established or stopped the LCLS status signalling needs to be passed through the Anchor MSC; this signalling occurs after the handover to the new BSS occurs, the Anchor MSC shall then determine whether the LCLS status has changed and therefore whether this status needs to be propagated through the CN.
7.4.2
Inter-MSC Handover that leaves a not Locally Switched Call unchanged

In this scenario it is assumed that LCLS was not established before the Inter-MSC handover. When one call leg is handed over to another MSC, the call may still remain not local and LCLS can not be established for the call. The LCLS status of the call is not changed in this case.

7.5 
LCLS handling when a handover failed

7.5.1 
General

LCLS may become possible after an Inter-BSS handover if both call legs are within the same BSS after the handover was successfully completed. If such a handover fails the MS should continue the call in the source BSS if possible and LCLS is not established. 
LCLS becomes impossible after a handover makes the LCLS call not local. If such a handover fails the MS should continue the call in the source BSS if possible and if LCLS was established before the handover attempt, the source BSS should keep LCLS established if possible. 
NOTE: 
According to 3GPP TS 23.009 [9], in all handover failure cases the existing connection to the oMS shall not be cleared except in the case of expiry of the timer for HO Complete and the call may therefore continue in the source BSS, if possible, after a failed handover.


* * * Next Change  * * * *

12.
Solutions for User Plane handling

12.1

General

The intended benefits of Local Call Local Switch feature are mainly to save transmission bandwidth on BSS internal interfaces, Abis and Ater. Establishing local switching means that either the call is switched in the BSC or a direct communication is created between the involved BTS's. In any case the effect is that some resources on the BSS internal interfaces (Abis and Ater) can be saved. The specific solution will be based on BSS network topology and shall remain implementation specific. The only user plane aspects that need to be standardized are the ones affecting the A interface.

In order for the BSS to establish a Local Switch several prerequisites are necessary that are related to the User Plane handling on the A-Interface (other control protocol pre-requisites are described in clauses 11 and 12):

- the Core Network must indicate, when the through-connection is allowed (LCLS-CONNECT)

- the Core Network must indicate to what extend User Plane access is necessary (LCLS-Preference) 

12.2
A-interface UP Handling Solution by not releasing core network resources during LCLS 

12.2.1

Technical Description for not releasing CN-resources

To minimize changes to existing AoTDM deployments and to ongoing AoIP implementations, the impact on the A interface user plane handling should be kept as low as possible:

-
For AoTDM, no changes to the A interface user plane handling should be defined. Even if a call is locally switched, the two corresponding A-Interface circuits shall always remain allocated, meaning that bandwidth savings on the AoTDM interface for locally switched calls are not possible, but bandwidth savings can be realized on the Abis/Ater interfaces, of course. While a call is locally switched, the TRAU will send e.g. some "silence codeword" on the A interface (details are FFS) to allow the supervision of the circuits.

-
Also for AoIP, the two IP connections towards the MSC-Server shall always remain active, i.e. the corresponding IP endpoints shall not be released. In any case, for AoIP it shall be possible to suspend user plane transmission, and hence save bandwidth, while the call is locally switched. Therefore it needs to be specified that, while a call is locally switched, the MSC-S (MGW) shall not expect to receive data through the IP endpoints. It should be noted that this solution will have an impact on the H.248 interface: the MSC-S shall inform the MGW about established and released Local Switching so that the MGW can start and stop to suspend the AoIP user plane transmission (details are FFS). Another solution is to send also on the AoIP-Interface e.g. some "silence codewords" to allow the supervision of the IP-links, see subclause 12.2.2 for a detailed description.


It should be further investigated whether further optimisations can be made within this solution. For example for the usage of the IP resources even while the physical IP ports and addresses remain allocated.

-
For the mixed AoTDM-AoIP case (one leg of the call using AoTDM, the other using AoIP) the proposal is again to keep the circuit and the IP connection allocated throughout the call. Whether user plane data is sent on the IP connection while the call is locally switched could depend on the presence or not of a Transcoder in the BSS for this leg of the call (details are FFS).

12.2.2
User plane “heart beat” mechanism when CN resources are not released
When the user plane connections and CN resources are not released for a LCLS call, the MGW's could expect a kind of "heart-beat" to be able to supervise the User Plane functionality. 
When such a heart-beat mechanism is needed, the BSS generates and sends to the core network SID frames over AoIP and G.711 silence codewords over AoTDM, or when G.711 codec is used over AoIP, on both call legs when LCLS is established for a local call. The MGWs forwards received SID frames /G.711 silence codewords when LCLS is established for a call and the BSS shall block such user plane data received from the core network, except for the mid-call announcements and tones solution described in subclause 10.5.2. 
The BSS shall send the actual user speech data to the core network if lawful interception is activated for the local call according to the solution described in subclause 11.3.
12.2.3

Pros and Cons for A-interface UP Handling Solution for not releasing CN-resources

It is expected that this approach keeps the procedures simple to establish and release Local Switching in the BSS at call setup and handover, on the A-interface and on the Core Network interfaces (e.g. for allocation/release of resources on the MGW).

As a further benefit, this approach could potentially simplify the handling of in-band announcements for a call which is locally switched, because with this solution (i.e. all A-Interface links and all CN resources kept allocated) there is no need e.g. to re-establish circuits or IP endpoints or MGW resources just for the purpose to deliver the sporadic announcement to the target user. Details of solutions to support this are described in sub-clause 10.5.2.

12.3

Solution by releasing A-Interface resources during LCLS

12.3.1
General for releasing A- and CN-resources

It has been stated in example call scenarios that the BSS resources (Abis, Ater, TRAU, A-Interface, etc) are often not necessary during the alerting phase: only the downlink on the originating side is sometimes necessary - if at all - to transport the announcements or the ring-back tone to the originating user. Considering that in some countries and cultures the alerting phase is constituting a substantial part of the whole call handling time, that it is indeed often the only phase of the call handling time, it seems very necessary to invest into signalling solutions to save the unnecessary resources at call setup.

During an ongoing LCLS call the likelihood seems rather small, that announcements or tones or other (new) User Plane interactions are necessary. It can be expected that most of the time most calls will just remain LCLS voice calls without any additional service involvement. Also these reasons seem to justify a closer look into signalling solutions that save the unused resources. 

LCLS requires most likely changes to all interfaces, although many changes are limited to adding a new IE. 

It is noted that this goes beyond the original scope and intentions of the feasibility study and therefore further analysis of this should not take preference in Rel-9. 

12.3.2

Technical Description for releasing A- and CN-resources

During the call setup phase, the MSC-Servers may exchange an additional "LCLS-Neg" IE in forward and later in backward direction in existing messages, to identify, whether User Plane access is necessary by at least one node in the path, see chapter 11. The User Plane access can be to the "forward User Plane" or the "backward User Plane", it can be as "write access" or as "read access". It seems that four binary flags (Yes/No) would be sufficient to code all these options: Read-Forward; Read-Backward; Write-Forward; Write-Backward.

For example the application of "Customised Ring Back tones" (but nothing else) requires write access to the User Plane in backward direction: Read-Forward=No; Read-Backward=No; Write-Forward=No; Write-Backward=Yes.

Another example could be LI (and nothing else), which requires read access to the User Plane in forward direction and backward direction: Read-Forward=Yes; Read-Backward=Yes; Write-Forward=No; Write-Backward=No.

The combination of LI and an announcement in forward direction would require a combination of these flags:
Read-Forward=Yes; Read-Backward=Yes; Write-Forward=Yes; Write-Backward=No.

The result of the LCLS-Negotiation between all nodes in the Core Network would then be communicated to the BSS by a so called "LCLS-Preference", e.g. within the Assignment Request message or during a later message, e.g. the new "A-Connect" message or the Handover Request message.

The BSS could then exactly allocate these resources that are actually needed. Regarding the A-Interface the approach as described above could be used, maybe a bit simplified:
AoTDM could keep the allocated Circuit-Identity-Codes (CIC's) and TDM-links with a certain silence code word, or could release the CIC's. The re-allocated of the CIC's by the MSC-Servers is possible on short notice, except when there is overload and the CIC's are "overbooked". It is up to the skills and strategies of the operator to which extent he wants to apply this overbooking. The re-allocation and release of CIC's require also signalling between the MSC-Ss and the MGW's and this is may be the real "cost factor" that needs to be weighted against the benefit.

AoIP could also keep the allocated IP-endpoints (here we have "infinitely many"). But without informing the MGW's when (and when not) User Plane traffic is necessary the resource saving effect can not be harvested. At the end also an IP link can be "overbooked" in terms of link load and the problem is very similar to the one in the AoTDM case.

When the LCLS must be switched back to be routed through the CN the LCLS-Status IE must be sent from the BSS and between MSC Servers through the CN to return the A-interface and CN resources. The details of this procedure are FFS.
12.3.3

Pros and Cons for releasing A- and CN-resources

12.4 
User plane handling in Inter-BSS and Inter-MSC handovers of LCLS related calls

In order to ensure good voice service quality, it seems safest to first re-establish the normal voice path via the core network without breaking LCLS and then execute the Inter-BSS handover as usual. The old BSS should keep only the unaffected leg of the call and terminate LCLS, taking the user plane data from the CN in DL. The old BSS shall send user plane data copies in uplink, i.e. bicast, so that the Target BSS will get speech data in DL via CN. 
Note: 
In some scenarios this means that the speech path delay will jump up (300ms one way) and this causes an unavoidable gap in the speech communication in one direction. In the other direction the user will hear a short part of the voice signal a second time (300ms). 
12.5
Comparison of Solutions for A interface User Plane handling

* * * End of changes * * * *




