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1. Introduction
The paper summarizes the TTS function requirement according to the proposal of Orange’s contribution C4-061500.
2. Discussion

1)  The conclusion of CT4#33 meeting
The CT4#33 meeting has agreed to support the SSML in the Mp interface to implement TTS function. And requested the requirement of Orange’s contribution C4-061500 should be reflected in the revised contribution.
2) Summary the requirement of Orange’s contribution C4-061500
(1) The MRFC is the point of contact of the AS

      The MRFC may download the VoiceXML script or plain text from the AS by the Sr or Mr interface.
(2)  The MRFC shall extract the SSML from the VoiceXML script and pre-process the SSML
      The MRFC may filter and adapt the text format within its pre-processing function of SSML e.g. normalize the text (e.g. process the SUB tag), remove comments, meta tag, translate a phoneme alphabet etc.

If only a plain text is available at the AS-MRFC, the MRFC will be in charge of generating the minimal SSML form of this text to be carry over Mp e.g.<speak> element including the language (xml:lang).
(3)  The MRFC indicate the SSML to the MRFP by H.248 command     
The size of the SSML text shall be limited so as to avoid segment in the H.248 level.
 (4)  The MRFP execute the SSML script
        The MRFP processed and has state of the SSML, and output the voice stream to the subscriber. 
 (5)  After finished, the MRFP return the result to the MRFC
The MRFC map the reason/cause of the completion from the MRFP to be reported to the AS.
3) The SSML profile supported in the Mp interface
(1) The SSML profile proposed by Orange 
The SSML protocol is published in http://www.w3.org/TR/speech-synthesis/. The following table is the SSML profile proposed by Orange.
	Element or Attribute
	Description
	Orange’s Opinion
	Huawei’s Proposal

	speak
	This is the root element that can contain text to be rendered and the following elements: audio, break, emphasis, lexicon, mark, meta, metadata, p, phoneme, say-as, sub, s, voice
	Need to investigate if it should be map to a "speak" signal of TTS package or pass to the MRFP (full SSML compliance of the MRFP)
	Support
It is the basic root element of the SSML.

	xml:lang
	This attribute defines the language that applied to the element, subelements and its attributes. The phoneme, emphasis, break, p, and s elements are language specific dependent
	Signal parameter or pass as text's tag
	Support


	xml:base
	This attribute defines the base URI for resolving relative URI that may be used for the following elements:

- The optional src attribute of audio element
- The uri attribute of lexicon element
	May be needed if lexicon documents are provisioned within the TTS processor
	Support partly
Only the local file is supported. Only used for the lexicon.

	lexicon
	An SSML document may reference one or more external pronunciation documents, the lexicon element is used to identified the URI of this external document.

A lexicon document contains pronunciation for tokens that can appear in a text to be spoken. A lexicon element shall contain an uri.
	Signal parameter or pass as text's tag
	Support partly
Only the local file is supported.

	meta and metadata
	The metadata and meta elements are containers in which information about the document can be placed
	
	Not support
It is not needed.

	p and s
	A p element represents a paragraph and s element represents a sentence.

The use of p and s elements is optional. Where text occurs without an enclosing p or s element the synthesis processor should attempt to determine the structure using language-specific knowledge of the format of plain text.

The p element can only contain text to be rendered and the following elements: audio, break, emphasis, mark, phoneme, prosody, say-as, sub, s, voice.

The s element can only contain text to be rendered and the following elements: audio, break, emphasis, mark, phoneme, prosody, say-as, sub, voice.
	May be generated by the MRFC if absent
	Support

	say-as
	The say-as element allows the author to indicate information on the type of text construct contained within the element and to help specify the level of detail for rendering the contained text. For example for English when "$200" appears in a document it may be spoken as "two hundred dollars", similarly, "1/2" may be spoken as "half", "one of two"..
Defining a comprehensive set of text format types is difficult because of the variety of languages that have to be considered and because of the innate flexibility of written languages. SSML only specifies the say-as element, its attributes, and their purpose. It does not enumerate the possible values for the attributes. The Working Group expects to produce a separate document that will define standard values and associated normative behavior for these values.
The say-as element has three attributes: interpret-as, format and detail

The say-as element can only contains text to be rendered
	Useful if the text is not normalized by the MRFC
	Support

	phoneme
	The phoneme element provides a phonemic/phonetic pronunciation for the contained text.
The ph attribute is a required attribute that specifies the phoneme/phone string.
The alphabet attribute is an optional attribute that specifies the phonemic/phonetic alphabet. An alphabet in this context refers to a collection of symbols to represent the sounds of one or more human languages. The only valid values for this attribute are "ipa" (see the next paragraph) and vendor-defined strings of the form "x-organization" or "x-organization-alphabet".
Example:

<phoneme alphabet="ipa" ph="t&#x259;mei&#x325;&#x27E;ou&#x325;"> tomato </phoneme>
	The MRFC shall check the support of the alphabet by the TTS processor and/or adapts (translate the alphabet) or remove this tag 
	Support

	sub
	The sub element is employed to indicate that the text in the alias attribute value replaces the contained text for pronunciation. The required alias attribute specifies the string to be spoken instead of the enclosed string. The sub element can only contain text (no elements).

Example:

<sub alias="World Wide Web Consortium">W3C</sub>
	The MRFC in its pre-processing function may substitute the text according to this tag
	Support

	Voice 
	The voice element indicates the characteristics of the voice rendering.

The voice element is commonly used to change the language
The following attributes are used:

· gender: male, female or neutral

· age

· variant: indicates a preferred variant of the other voice characteristics

· name indicates the processor-specific voice name
	Signal parameter or pass as text's tag
	Support partly.
Only support the gender, age and name attribute.

	emphasis
	The emphasis element requests that the contained text be spoken with emphasis (also referred to as prominence or stress).
the optional level attribute indicates the strength of emphasis to be applied. Defined values are "strong", "moderate", "none" and "reduced".
The emphasis element can only contain text to be rendered and the following elements: audio, break, emphasis, mark, phoneme, prosody, say-as, sub, voice.
	Signal parameter or pass as text's tag
	Support

	break
	The break element is an empty element that controls the pausing or other prosodic boundaries between words.
The break element is most often used to override the typical automatic behaviour of a synthesis processor.

The following attributes are used on the break element:

· strength: "none", "x-weak", "weak" "medium", "strong", or "x-strong". It indicates the strength of the prosodic break in the speech output. For example, the breaks between paragraphs are typically much stronger than the breaks between words within a sentence.

Time: the time attribute is an option attribute indicating the duration of a pause to be inserted in the output in seconds or milliseconds e.g. "250ms", "3s"
	Pass as text's tag
	Support

	prosody
	The prosody element permits control of the pitch, speaking rate and volume of the speech output, the optional attributes are:

· pith: this attribute indicates the baseline pitch. legal value are: a number followed by "Hz", a relative change (+10Hz or +5st, a semitone is half of a tone on the standard diatonic scale), or a "x-low", "low", "medium", high", x-high", or "default". The exact meaning of baseline pitch may vary across synthesis processors

· pitch contour: the pitch contour is a set of the form (time position,target), the first value is a percentage of the period of the contained text (a number followed by "%") and the second value is the value of the pitch attribute. e.g. (20%,"+10Hz) (40%, "+20Hz) means increase the pitch of 10Hz at 20% of the period of the contained text and 20Hz at 40% of the text duration.

· Range: the pitch range although the exact meaning may vary across synthesis processor. The same value as for pitch are legal value from SSML.

· Rate: change the speaking rate. Legal values are: a relative change or "x-slow", "slow", "medium", "fast", "x-fast" or "default".

· Duration: a value in seconds or milliseconds for the desired time to take to read the element contents.

· Volume: the volume for the contained text in the range 0.0 to 100.0. Legal values are: a number, a relative change or "silent", "x-soft", "soft", "medium", "loud", "x-loud", or "default".
	The MRFC may adapt the prosody  attributes based on synthesis processor characteristics.


	Support

	audio
	The audio element supports the insertion of recorded audio files.
	It may be foreseen that classical announcement covers the aim of the audio tag. Nevertheless the continuity of the voice between TTS and announcement may be tricky if they are played by different entities (ref. architecture scenario in §5)
	Not Support
The audio may be played by H.248 package.

	mark
	The mark element is an empty element that places a marker into the text/tag sequence that the environment will be informed to detect the corresponding position within the rendered output and may report an event when encountered.

This element has a name attribute.
	Seems useful for supervising the speech of the text
	Not support
No application is seen.

	desc
	The desc element can only occur within the content of the audio element.

It describes the textual content of the audio source that may be used when text-only output is being produced by the synthesis processor.
	If audio tag is supported and the audio is not speech. 
	Not Support
The audio is not supported.

	Comments
	
	
	Support.
May be normalized and removed by the MRFC


A detail profile of the SSML should be defined in the stage 3. The MRFC should normalize the SSML text according to the profile firstly, and then transport the SSML to the MRFP by H.248 command.  If the MRFC can not normalize the SSML text to satisfy the profile in the Mp interface, the MRFC should return error so as to avoid the error delivered to the MRFP.
(2) Summary the SSML requirement

The SSML may indicate the sentence and paragraph information of the spoken text.


The SSML shall indicate the language type of the speech output for all the text or each sentence or paragraph.


The lexicons that used by TTS may have multiple and are stored in the MRFP. The SSML may indicate the lexicon identifier to be used. 


The SSML may indicate the information on the type of text construct to help specify how to pronounce the contained text.  


The SSML may indicate the specified text that can be replaced to pronounce by an alias attribute.


The SSML may indicate a phonemic/phonetic pronunciation for the contained text.


The SSML may indicate the characteristics of the voice. The characteristics of the voice include the gender the age or the name attribute.

The SSML may indicate to be spoken with emphasis for the contained text.

The SSML may control the pausing or other prosodic boundaries between words.


The SSML may control the pitch, speaking rate and volume of the speech output for the contained text.

4) Consider possible implementation of MRFP

The MRFP may implement the TTS requirement by a built-in hardware board or an embedded TTS server. If the TTS server is used, the interface between the MRFP and the TTS server is an interior interface. The interface may be based on the MRCP protocol. When the MRFP received the SSML form the MRFC, the MRFP may transport the SSML to the TTS server by MRCP protocol to execute, and return the result.
3. Proposal

It is proposed to update the following TTS requirement in the draft TS 23.333 1.0.0.　

*********************************First Change******************************************
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*********************************Second Change******************************************
3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [6] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [6].

ASR
Automatic Speech Recognition

DTMF
Dual Tone Multi Frequency

IP
Internet Protocol

MGW
Media Gateway

MGC
Media Gateway Controller 

MRFC 
Multimedia Resource Function Controller

MRFP
Multimedia Resource Function Processor

SDP
Session Description Protocol
SIP
Session Initiated Protocol
SSML
Speech Synthesis Markup Language
TTS
Text to Speech
VXML
Voice Extensible Markup Language
**********************************************Third Change******************************************
5.3
Text to Speech 

TTS (Text To Speech) is the process of automatic generation of speech output from text or annotated text input.
The MRFC may be able to request the MRFP to play the text to one of several, multiple or all parties connected in a call/session.  
The text format shall comply with the SSML format as specified in [xx].
The MRFC may be able to extract the SSML script or the SSML file identifier from the VXML if the MRFC receives a VXML script. 
The MRFC may be able to pre-process the SSML script extracted from the VXML script. After pre-processed, the SSML script:
- May be able to indicate the sentence and paragraph information of the spoken text.


- Shall be able to indicate the language type of the speech output for all the text or each sentence or each paragraph (The language type identifies the source language of the text i.e. does not require a translation function in MRFP).


- May be able to indicate the lexicon identifier that the lexicons content are stored in the MRFP. 

- May be able to indicate the information of text construct to help specify how to pronounce the contained text.

- May be able to indicate the specified text that can be replaced to pronounce by an alias attribute.


- May be able to indicate a phonemic/phonetic pronunciation for the contained text.


- May be able to indicate the characteristics of the voice that may be the gender, the age or the name attribute. The gender attribute indicates the preferred gender of the voice to speak the text. The age attribute indicates the preferred age in years of the voice to speak the text. The name attribute indicate a vendor specific voice name to speak the text.

- May be able to indicate to be spoken with emphasis for the contained text.

- May be able to control the pausing or other prosodic boundaries between words.

- May be able to indicate the pitch of the speech output.


- May be able to indicate the speaking rate of the speech output.


- May be able to indicate the volume of the speech output.

The MRFC may be able to stop the TTS to avoid the error delivered to the MRFP if the MRFC can not pre-process the SSML text to satisfy the requirement in the Mp interface.
If the spoken text is a plain text, the MRFC may be able to generate a SSML script that may include the basic SSML format, this plain text and the language type. 
The size of the SSML script shall be limited to avoid the segment in the Mp interface.
The MRFC may be able to indicate the MRFP the text as a SSML script or an SSML file identifier that the text content is stored in the MRFP.
The MRFP may be able to support to execute the SSML. 
The MRFC may be able to request the MRFP to play a text in a loop until it commands the MRFP to stop. 

The MRFC may be able to request the MRFP to play a text for a fixed number of times. 
The MRFC may be able to request DTMF detection while playing a text.

The MRFC may be able to request the MRFP to stop playing a text when a DTMF digit is detected.

The MRFC may be able to request the MRFP to indicate when a text has been played successfully.

The MRFP may be able to indicate error cases such as text not played successfully.
