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Introduction

At CT4#29 Ericsson presented a discussion paper (C4-051097) handling the physical termination state in different scenarios. It was agreed that Nokia present in the next CT4 meeting a corresponding paper for expressing their views.
Problem description

In 3GPP 23.205 exists 3 procedures which triggered the current discussion: 10.7 Removal from Service of a Physical Termination, 10.8 Restoration to Service of a Physical Termination and 10.9 Audit of MGW. What is unclear is which and when the above mentioned procedures should be used especially in connection to scenarios concerning the whole MGW or MSC Server like 10.2 MGW Available (MGW restoration and MGW Communication up), 10.3 MGW Recovery (MGW registration and MGW restoration), 10.5 MGW Re-Register, and 10.6 MGW Re-Registration ordered by (G)MSC Server. Additional the use of the 3 procedures in context of adding of new physical hardware needs to be discussed. In the following chapter each scenario will be handled separately.  
1. MGW Registration 
MGW registers (Root Termination, Service Change Method = Restart, Service Change Reason= Cold Boot) with a number of physical TDM terminations to the MSC Server. TDM terminations may be in the service state “in service” or “out of service”. 3GPP 23.205/29.232 says nothing about the default service state of terminations. However H.248.1 defines in chapter 7.1.5 clearly 
“The state "out of service" indicates that the Termination cannot be used for traffic. The state "in service" indicates that a Termination can be used or is being used for normal traffic. "in service" is the default state.” 
Assuming that all Terminations are out of service is clearly against H.248.1 protocol. This is also clearly stated by several contributions on the MEGACO mail list (reference 4, 6, 7 and 8) and also by the Ericsson SG16 contribution for the introduction of the Service Incomplete flag (reference 5).
That means if any TDM terminations are in the state “out of service” the MGW should announce these with “Termination Out of Service” procedures. However it may be possible that the MSS tries to use terminations which are “out of service” before the MGW has announced this. This would lead to failed TDM termination reservations. This is a weakness of the H.248 Version 1 and 2 protocols which have been corrected in H.248 version 3 by the introduction of the Service Change Incompletion flag (see attached Ericsson SG16 contribution). The Service Change incompletion flag tells the MSC Server that it shall refrain from generating commands operating on terminations other than Root to the MGW until all TDM terminations in the “out of service” state have been reported. 
The usage of the “ServiceChangeIncompleteFlag” has been specified in H.248.1, Version 3 chapter 7.2.8.1.10 ServiceChangeIncompleteFlag:

“This optional flag indicates that subsequent ServiceChange Commands will be sent from the MG to the MGC indicating the state of terminations. It is only used during MG registration or restart (ServiceChange on Root with ServiceChangeMethod Restart) when the MG wants to report the entire MG and termination state to the MGC. Upon reception of this flag, the MGC shall refrain from generating commands operating on terminations other than Root to the MG. After sending the ServiceChangeIncompleteFlag in the initial registration/restart command, the MG shall send it in all subsequent ServiceChange Commands until the MG has determined that it has reported the current state of the MG and its terminations. The flag shall then be removed from the last ServiceChange command indicating the state of the MG or its terminations. Upon the reception of this ServiceChange without the ServiceChangeIncompleteFlag, the MGC may again generate commands to the MG.”
H.248 version 1 and 2 which are used by 3GPP 23.205/29.232 do not have this possibility. Therefore it is recommended for the MSC Server in this situation to audit the TDM Terminations before it uses them.
For the handling of TDM Terminations which become available in MGW at a later time chapter 5 “Physical hardware becomes available at a later time” of this contribution applies.
2. MGW Restoration and MGW Warm Boot
MGW returns to service after a failure or maintenance action (Root Termination, Service Change Method= Restart, Service Change Reason = Service restored or Warm Boot). Service Change Method “Restart” is used also in this case but the Service Change Reason is different. 3GPP 23.205/29.232 says again nothing about the TDM termination state. The case has been discussed on the MEGACO mail list (see reference 8 and 9). MSC Server can assume that nothing has changed. MGW should report terminations that have changed service state during the connection break. However MSC Server has no possibility to determine when all state changes have been reported by the MGW, so it would be possible that the MSC Server reserves Terminations that have gone out of service but have not yet been reported by the MGW. So also in this situation it is recommended for the MSC Server to audit the TDM Terminations before it uses them.
3. MGW Communication up
MGW has detected a loss and subsequent re-establishment of communication (Root Termination, Service Change Method = Disconnected, Service Change Reason = Service Restored) with the MSC Server for example because of signalling link restart. During the connection break physical Terminations may have gone out of service or may have come into service. MGW should report physical terminations that changed service state during the connection break. Also in this case MSC Server has no possibility to determine when all state changes have been reported by the MGW, so it would be possible that the MSC Server reserves Terminations that have gone out of service, but have not yet been reported by the MGW. So also in this situation it is recommended for the MSC Server to audit the TDM Terminations before it uses them. This is also in line with Annex F.3.6 in H.248 version 3 that also specifies that“MGCs that receive ServiceChange commands with a ServiceChangeMethod of “Disconnected” should audit the MG to determine if a state mismatch has occurred due to lost messaging.”

4. New Physical hardware added and deblocked

The network management procedures are expected to inform the MSC Server that a new physical termination or a group of physical terminations have been configured and should be “in Service”; however MSC Server and MGW may be informed at different times. In the worst case the MGW informs the MSC Server with a Service Change when the MSC Server has not been informed by the O&M system. Therefore an Audit should be performed after the new hardware has been defined in the MSC Server (assuming the MGW is already registered and in Service) to check the state of the physical termination. The MGW should also report the termination state when a new physical termination or group of physical terminations is defined in the MGW and brought to service by the Termination restoration procedure.  
5. Physical hardware becomes available at a later time

If physical termination becomes restored in the MGW at a later time this will invoke the Termination Restoration procedure.
6. (G)MSC Restart

If the (G)MSC Server has been restarted it may be possible that it has lost all the information of the states of the physical terminations. In this case the MSC Server should update the State of the physical terminations by performing Audit procedures. If the (G)MSC Server has additional lost the information of all ongoing calls the (G)MSC Server could initiate the (G)MSC Server Restoration procedure. 
7. MSC Ordered MGW Re-Register

This procedure (Root Termination, Service Change Method = Handoff, Service Change Reason = MGC Directed Change) may occur after a (G)MSC Server Restart without the loss of  information of ongoing calls. The next procedure would be a MGW Re-register.
8. MGW Re-Register

This procedure (Root Termination, Service Change Method = Handoff, Service Change Reason = MGC Directed Change) may occur after a MGW Re-registration Ordered by (G)MSC Server. The MSC Server shall use the Audit procedure to determinate the state of the physical termination if it is not able to retain them. Otherwise the MGW shall report any changes to the actual service state that it could not report earlier due to communication loss with MSC Server.
9. (G)MSC Server Restoration

This procedure (Root Termination, Service Change Method = Restart, Service Change Reason = Cold or Warm Boot) corresponds to Q.1950 “CCU initiated Service Restoration” and H.248 “MGC initiated Service Restoration” (H.248.1 version 3 F.3.9) may occur after (G) MSC restart.  The MGW will then restart itself and will execute a MGW Re-register with the indicated Service Change Reason.
Conclusion

The principles above should be incorporated into TS 23.205 to ensure interoperability between different vendors equipment. Additional it should be considered to take H.248 version 3 as base protocol for Release 7 Mc-interface.
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1.0 Introduction



This contribution proposes additions to H.248.1v3 for a ServiceChangeIncompleteFlag to indicate to the MGC that more information is to come.



2.0 Discussion



Current ServiceChange behaviour dictates that when a Media Gateway (MG) has restarted it sends a ServiceChange command on the Root termination indicating that it is in state "In-Service". Once the Media Gateway Controller (MGC) has replied to this ServiceChange it is free to use any of the terminations on the MG. If any individual terminations are in state "Out-of-Service" the MG may report these via individual ServiceChanges after the initial ServiceChange on the root termination. There may be some time before it is determined that the terminations are in state "Out-of-service". This current behaviour introduces a possibility for errors. After the initial ServiceChange the MGC may try to use a termination that is in state "Out-of-Service" the result would be an error (502 – Not Ready).



To alleviate this problem it is proposed to introduce a flag to the ServiceChange command that indicates to the MGC that it should not generate commands to the MG until allowed to do so by a subsequent ServiceChange command from the MG. 



Example 1 below shows the existing ServiceChange Behaviour



			MGC     MG


			Message





			


			<MG State "Out-of-Service">





			<--------------


			ServiceChange.req (TID=Root, Restart)





			--------------->


			ServiceChange.rep





			


			<MG State "In-Service">



Individual Terminations may be "Out-of-Service"





			--------------->


			Add.req (Ctx=1, TID=a)





			<---------------


			ServiceChange.req (TID=a, "Out-of-Service")





			<---------------


			Add.Rep (Error – Termination Out-of-Service)





			--------------->


			ServiceChange.rep (TID=a)





			


			<It is still not known if other terminations are out of Service>








Example 2 below shows the behaviour with the proposed flag



			MGC     MG


			Message





			


			<MG State "Out-of-Service">





			<--------------


			ServiceChange.req (TID=Root, Restart, ServiceChangeIncompleteFlag)





			--------------->


			ServiceChange.rep





			


			<MG State "In-Service">



The MGC knows that some terminations may be Out-of-Service thus it delays sending any commands.





			<---------------


			ServiceChange.req (TID=a, "Out-of-Service")





			--------------->


			ServiceChange.rep (TID=a)





			


			As the flag has disappeared the MGC knows the state of all the terminations of the MG. Rather than choosing TID=a it can choose an in-service one.





			--------------->


			Add.req (Ctx=1, TID=b)





			<---------------


			Add.Rep 








As a new information element is needed for the ServiceChange command for this flag a new revision of H.248.1 is needed. The addition of the flag does not present any backward compatibility problem as the behaviour is only modified when the flag is used. If not present the existing ServiceChange behaviour is maintained.



3.0 Proposal



Note: Changes to H.248.1 to upgrade the protocol from version 2 to version 3 are contained in a separate delayed contribution.



It is proposed the add the following to H.248.1:



7.2.8
ServiceChange



The ServiceChange Command allows the Media Gateway to notify the Media Gateway Controller that a Termination, or group of Terminations, is about to be taken out of service or has just been returned to service. The Media Gateway Controller may indicate that Termination(s) shall be taken out of or returned to service. The Media Gateway may notify the MGC that the capability of a Termination has changed. It also allows a MGC to hand over control of a MG to another MGC.



TerminationID,



[ServiceChangeDescriptor]



ServiceChange(TerminationID,



ServiceChangeDescriptor



)



The TerminationID parameter specifies the Termination(s) that are taken out of or returned to service. Wildcarding of Termination names is permitted, with the exception that the CHOOSE mechanism shall not be used. Use of the "Root" TerminationID indicates a ServiceChange affecting the entire Media Gateway.



7.2.8.1 ServiceChangeDescriptor Contents



The ServiceChangeDescriptor contains the following parameters as required:



•
ServiceChangeMethod;



•
ServiceChangeReason;



•
ServiceChangeDelay;



•
ServiceChangeAddress;



•
ServiceChangeProfile;



•
ServiceChangeVersion;



•
ServiceChangeMgcId;



•
TimeStamp;


•
ExtensionParameter;


•
ServiceChangeInfo;


•
ServiceChangeIncompleteFlag.


7.2.8.1.1 ServiceChangeMethod


The ServiceChangeMethod parameter specifies the type of ServiceChange that will or has occurred:



1)
Graceful: indicates that the specified Terminations will be taken out of service after the specified ServiceChangeDelay; established connections are not yet affected, but the Media Gateway Controller should refrain from establishing new connections and should attempt to gracefully tear down existing connections on the Termination(s) affected by the serviceChange command. The MG should set Termination serviceState at the expiry of ServiceChangeDelay or the removal of the Termination from an active Context (whichever is first), to "out of service".



2)
Forced: indicates that the specified Terminations were taken abruptly out of service and any established connections associated with them may be lost. For non-Root terminations, the MGC is responsible for cleaning up the Context (if any) with which the failed Termination is associated. At a minimum, the Termination shall be subtracted from the Context. The Termination serviceState should be "out of service". For the root termination, the MGC can assume that all connections are lost on the MG and thus can consider that all the terminations have been subtracted.



3)
Restart: indicates that service will be restored on the specified Terminations after expiration of the ServiceChangeDelay. The serviceState should be set to "inService" upon expiry of ServiceChangeDelay.



4)
Disconnected: always applied with the Root TerminationID, indicates that the MG lost communication with the MGC, but it was subsequently restored to the same MGC (possibly after trying other MGCs on a pre-provisioned list). Since MG state may have changed, the MGC may wish to use the Audit command to resynchronize its state with the MG's.



5)
Handoff: sent from the MGC to the MG, this reason indicates that the MGC is going out of service and a new MGC association must be established. Sent from the MG to the MGC, this indicates that the MG is attempting to establish a new association in accordance with a Handoff received from the MGC with which it was previously associated.



6)
Failover: sent from MG to MGC to indicate the primary MG is out of service and a secondary MG is taking over. This serviceChange method is also sent from the MG to the MGC when the MG detects that MGC has failed.



7)
Another value whose meaning is mutually understood between the MG and the MGC.


7.2.8.1.2 ServiceChangeReason


The ServiceChangeReason parameter specifies the reason why the ServiceChange has or will occur. It consists of an alphanumeric token (IANA registered) and, optionally, an explanatory string.


7.2.8.1.3 ServiceChangeAddress


The optional ServiceChangeAddress parameter specifies the address (e.g. IP port number for IP networks) to be used for subsequent communications. It can be specified in the input parameter descriptor or the returned result descriptor. ServiceChangeAddress and ServiceChangeMgcId parameters must not both be present in the ServiceChangeDescriptor or the ServiceChangeResultDescriptor. The ServiceChangeAddress provides an address to be used within the Context of the association currently being negotiated, while the ServiceChangeMgcId provides an alternate address where the MG should seek to establish another association. Note that the use of ServiceChangeAddress is not encouraged. MGCs and MGs must be able to cope with the ServiceChangeAddress being either a full address or just a port number in the case of TCP transports.


7.2.8.1.4 ServiceChangeDelay


The optional ServiceChangeDelay parameter is expressed in seconds. If the delay is absent or set to zero, the delay value should be considered to be null. In the case of a "graceful" ServiceChangeMethod, a null delay indicates that the Media Gateway Controller should wait for the natural removal of existing connections and should not establish new connections. For "graceful" only, a null delay means the MG must not set serviceState "out of service" until the Termination is in the null Context.



7.2.8.1.5 ServiceChangeProfile



The optional ServiceChangeProfile parameter specifies the Profile (if any) of the protocol supported. The ServiceChangeProfile includes the version of the profile supported.



7.2.8.1.6 ServiceChangeVersion



The optional ServiceChangeVersion parameter contains the protocol version and is used if protocol version negotiation occurs (see 11.3).


7.2.8.1.7 TimeStamp


The optional TimeStamp parameter specifies the actual time as kept by the sender. As such, it is not necessarily absolute time according to, for example, a local time zone: it merely establishes an arbitrary starting time against which all future timestamps transmitted by a sender during this association shall be compared. It can be used by the responder to determine how its notion of time differs from that of its correspondent. TimeStamp is sent with a precision of hundredths of a second.


7.2.8.1.8 ExtensionParameter


The optional Extension parameter may contain any value whose meaning is mutually understood by the MG and MGC. 


7.2.8.1.9 ServiceChangeInfo 



The optional ServiceChangeInfo parameter may contain the package/property/signal/event/statistic of the reason that caused the service change.


7.2.8.1.10 ServiceChangeIncompleteFlag



This optional flag indicates that subsequent ServiceChange commands will be sent from the MG to the MGC indicating the state of terminations. It is only used during an MG registration/restart (Restart on root with ServiceChange method Forced/Graceful) when the MG wants to report the entire MG and termination state to the MGC. On reception of this flag the MGC shall refrain from generating commands to the MG. The ServiceChangeIncomplete flag shall be sent in all ServiceChange commands from the MG until it has determined that it has reported the current state of the MG and its terminations. The flag shall then be removed from the last ServiceChange command indicating the state of the MG or terminations. Upon the reception of this ServiceChange without the ServiceChangeIncomplete flag the MGC may generate commands to the MG.


7.2.8.2 ServiceChange Command and Response


A ServiceChange Command specifying the "Root" for the TerminationID and ServiceChangeMethod equal to Restart is a registration command by which a Media Gateway announces its existence to the Media Gateway Controller. The Media Gateway may register by specifying the "Root" for the TerminationID and ServiceChangeMethod equal to Failover when the MG detects MGC failures. The Media Gateway is expected to be provisioned with the name of one primary and optionally some number of alternate Media Gateway Controllers. Acknowledgement of the ServiceChange Command completes the registration process, except when the MGC has returned an alternative ServiceChangeMgcId as described in the following paragraph. The MG may specify the transport ServiceChangeAddress to be used by the MGC for sending messages in the ServiceChangeAddress parameter in the input ServiceChangeDescriptor. The MG may specify an address in the ServiceChangeAddress parameter of the ServiceChange request, and the MGC may also do so in the ServiceChange reply. In either case, the recipient must use the supplied address as the destination for all subsequent transaction requests within the association. At the same time, as indicated in clause 9, transaction replies and pending indications must be sent to the address from which the corresponding requests originated. This must be done even if it implies extra messaging because commands and responses cannot be packed together. The TimeStamp parameter shall be sent with a registration command and its response. At registration the MG may send the ServiceChangeIncompleteFlag if it has determined that the MG is in state "in-service" but individual terminations may be in state "Out-of-Service". This is to prevent attempted seizure of out-of-service terminations. Subsequent ServiceChange commands are used to report the "Out-of-Service" terminations.


The Media Gateway Controller may return a ServiceChangeMgcId parameter that describes the Media Gateway Controller that should preferably be contacted for further service by the Media Gateway. In this case, the Media Gateway shall reissue the ServiceChange command to the new Media Gateway Controller. The MGC specified in a ServiceChangeMgcId, if provided, shall be contacted before any further alternate MGCs. On a HandOff message from MGC to MG, the ServiceChangeMgcId is the new MGC that will take over from the current MGC.



The return from ServiceChange is empty except when the Root terminationID is used. In that case, it includes the following parameters as required:



•
ServiceChangeAddress, if the responding MGC wishes to specify a new destination for messages from the MG for the remainder of the association;



•
ServiceChangeMgcId, if the responding MGC does not wish to sustain an association with the MG;



•
ServiceChangeProfile, if the responder wishes to negotiate the profile to be used for the association. The profile (name and version) is only returned in reply in the case that the MGC cannot support the specified profiles in the ServiceChangeRequest. The returned reply shall indicate the profile and version supported or "NoProfile" if no profile is supported. Upon reception of a profile in the reply the MG may continue the relationship with the current MGC or contact secondary MGCs and establish a relationship with them. If the profile is not returned the MGC will use the capabilities specified by the Profile indicated in the service change request;



•
ServiceChangeVersion, if the responder wishes to negotiate the version of the protocol to be used for the association.



The following ServiceChangeReasons are defined. This list may be extended by an IANA registration as outlined in 14.3.




900 Service Restored




901 Cold Boot




902 Warm Boot




903 MGC Directed Change




904 Termination malfunctioning




905 Termination taken out of service




906 Loss of lower layer connectivity (e.g. downstream sync)




907 Transmission Failure




908 MG Impending Failure




909 MGC Impending Failure




910 Media Capability Failure




911 Modem Capability Failure




912 Mux Capability Failure




913 Signal Capability Failure




914 Event Capability Failure




915 State Loss




916 Packages Change




917 Capability Change



A.2
ASN.1 syntax specification



ServiceChangeParm ::= SEQUENCE



{




serviceChangeMethod  
ServiceChangeMethod,




serviceChangeAddress
ServiceChangeAddress OPTIONAL,




serviceChangeVersion
INTEGER(0..99) OPTIONAL,




serviceChangeProfile 
ServiceChangeProfile OPTIONAL,




serviceChangeReason  
Value,






-- A serviceChangeReason consists of a numeric reason code






-- and an optional text description.






-- The serviceChangeReason SHALL be a string consisting of 






-- a decimal reason code, optionally followed by a single 






-- space character and a textual description string.






-- This string is first BER-encoded as an IA5String.






-- The result of this BER-encoding is then encoded as






-- an ASN.1 OCTET STRING type, "double wrapping" the 






-- value as was done for package elements.




serviceChangeDelay   
INTEGER(0..4294967295) OPTIONAL,






                            -- 32-bit unsigned integer




serviceChangeMgcId   
MId OPTIONAL,




timeStamp




TimeNotation OPTIONAL,




nonStandardData

NonStandardData OPTIONAL,




...,




serviceChangeInfo
AuditDescriptor OPTIONAL,




serviceChangeIncompleteFlag   NULL OPTIONAL


}



B.2
ABNF specification



; each parameter at-most-once



; at most one of either serviceChangeAddress or serviceChangeMgcId but 



; not both



; serviceChangeMethod and serviceChangeReason are REQUIRED



serviceChangeParm    = (serviceChangeMethod / serviceChangeReason /



                       serviceChangeDelay / serviceChangeAddress /  



                       serviceChangeProfile / extension / TimeStamp /



                       serviceChangeMgcId / serviceChangeVersion / 



                       auditItem/serviceChangeIncompleteToken)



ServicesToken              = ("Services"              / "SV")



ServiceStatesToken         = ("ServiceStates"         / "SI")


ServiceChangeIncompleteToken = ("ServiceChangeInc"    / "SIC")


ServiceChangeToken         = ("ServiceChange"         / "SC")



ServiceChangeAddressToken  = ("ServiceChangeAddress"  / "AD")



SignalListToken            = ("SignalList"            / "SL")



SignalsToken               = ("Signals"               / "SG")
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Hi

Just to complement this, V3 has added the optional ServiceChangeIncompleteFlag in the ServiceChange Descriptor wherein MG has the option to indicate MGC about the status of the MG terminations at the time of Registration, thereby refraining the MGC on sending the commands on the terminations which are still in "OutOfService" state. For details of the feature refer the section 7.2.8.1.10 of the H248.1 V3 as on Sep2005.



regards

B Venkat S.R Swamy

Senior Technical Leader

Flextronics Software Systems

Phone:  +91-124- 5176333 extn 5113

Fax: +91-124-2455345

web: www.flextronicssoftware.com





                                                                           

             "Kevin Boyle"                                                 

             <kboyle@nortel.co                                             

             m>                                                         To 

             Sent by:                  "Artie Mistler" <amistler@pt.com>,  

             megaco-bounces@ie         <megaco@ietf.org>                   

             tf.org                                                     cc 

                                                                           

                                                                   Subject 

             11/18/2005 04:09          RE: [Megaco] Service change request 

             AM                        from MGC                            

                                                                           

                                                                           

                                                                           

                                                                           

                                                                           

                                                                           









Terminations are inservice by default upon association.  The MG then has to indicate which terminations are NOT inservice using subsequent SC Commands.



Generally, the MG and the MGC track the ServiceState of the termination independently.  Only when both entities permit a termination to be

inservice will it have service.   If the MGC takes a particular term

OOS, the MGC can be expected to put the term back into service.  This would hold true for the MG as well.  This allows such things as local maintenance action to be triggered by either the MGC or MG.



Kevin



-----Original Message-----

From: megaco-bounces@ietf.org [mailto:megaco-bounces@ietf.org] On Behalf Of Artie Mistler

Sent: Thursday, November 17, 2005 4:21 PM

To: megaco@ietf.org

Subject: RE: [Megaco] Service change request from MGC



If I may, I have an expansion on the original question, for the forum.



>From the MG perspective, it appears that the MGC can take physical

terminations out of service and then put them back into service.



If this is done, does the MG retain the out of service setting over any

of:

a reboot, a failed and recovered association, or redirected association?



Is there ever a case where a MGC gets an association with a MG and the MGC puts physical terminations into service on the MG?  That doesn't seem to make sense because how would it know what the MG physical terminations were until it received service changes for the terminations.  But service change can be sent by the MGC to MG to either put terminations into, or out of service.  I'm just hoping that these actions only occur when it first takes known terminations out of service, and then puts them back into service.



Regards,

- RT



Artie Mistler, "RT"

Performance Technologies, Inc.

Voice Technology Group

315 Norwood Park

Norwood, MA  02062

(781) 751-2415

Fax: (781) 751-2470

amistler@pt.com



Visit our web site at: <http://www.pt.com>







-----Original Message-----

From: Kevin Boyle [mailto:kboyle@nortel.com]

Sent: Wednesday, November 16, 2005 5:00 PM

To: Ho, Ron; megaco@ietf.org

Subject: RE: [Megaco] Service change request from MGC





Yes.



Kevin





________________________________



             From: Ho, Ron [mailto:ron.ho@navtelcom.com]

             Sent: Wednesday, November 16, 2005 11:53 AM

             To: Boyle, Kevin [NCRTP:3Z40:EXCH]; megaco@ietf.org

             Subject: RE: [Megaco] Service change request from MGC







             Thanks Kevin. Does it apply to all v1, v2 and v3?







             Cheers,



             Ron







             -----Original Message-----

             From: Kevin Boyle [mailto:kboyle@nortel.com]

             Sent: Wednesday, November 16, 2005 11:47 AM

             To: Ho, Ron; megaco@ietf.org

             Subject: RE: [Megaco] Service change request from MGC







             Yes.  Only Failover and Disconnected are prohibited to MGCs.







             Kevin









________________________________





                         From: megaco-bounces@ietf.org [mailto:megaco-bounces@ietf.org] On Behalf Of Ho, Ron

                         Sent: Wednesday, November 16, 2005 10:36 AM

                         To: megaco@ietf.org

                         Subject: [Megaco] Service change request from MGC



                         Hi All,







                         I am new to Megaco. Here is my simple question.







                         Are we allowed to send SC from MGC to MG besides using the Handoff method or custom method?







                         Can we send a SC with Restart method and 900 reason code from MGC to MG?











                         Thanks,



                         Ron















                         Ron Ho | Software Engineer

                         email - Ron.Ho@navtelcom.com | dir +1 905 948 7061



                         Navtel Communications Inc. | 55 Renfrew Drive, Markham, Ontario, Canada L3R 8H3

                         web www.navtelcom.com <http://www.navtelcom.com/>

| tel

+1 905 479 8090 | fax +1 905 475 6524
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***********************  FSS-Restricted   ***********************

"DISCLAIMER: This message is proprietary to Flextronics Software Systems Limited (FSS) and is intended solely for the use of the individual to whom it is addressed. It may contain  privileged or confidential information and should not be circulated or used for any purpose other than for what it is intended. If you have received this message in  error, please notify the originator immediately.

If you are not the intended recipient, you are notified that you are strictly  prohibited  from  using, copying, altering, or disclosing the contents of this message.  FSS  accepts no  responsibility  for loss or damage arising from the use of  the information transmitted by this email including damage from virus."
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_1198570538/RE Megaco Service Change Method  restartdisconnectService Change Reason combination questions.txt
Comments inline. [KJBII]



Kevin 



-----Original Message-----

From: megaco-bounces@ietf.org [mailto:megaco-bounces@ietf.org] On Behalf Of manfred.volz@nokia.com

Sent: Monday, January 09, 2006 5:04 AM

To: megaco@ietf.org

Subject: [Megaco] Service Change Method = restart/disconnect,Service Change Reason combination questions



Hi,



I have some questions concerning the state of physical terminations after a MGW sends a Service Change with Service Change method restart or disconnect.



For H.248 Version 1 or 2.

1.) MGW sends Service Change with Method = Restart and Service Change Reason = Cold Boot What should the MGC assume about the state of the physical Terminations?



[KJBII] I am assuming you are asking about a ServiceChange Command on the Root Termination.  If so, all physical terminations can be assumed to be in NULL and no contexts are present.



All have default state, which is In-Service, until otherwise announced by the MGW?

This case has been earlier discussed on this list.



[KJBII] Yes, all terminations are assumed to be InService.



2.) MGW sends Service Change with Method = Restart and Service Change Reason = Warm Boot Should in this case the MGC also assume that all physical Terminations have the default state In-service or should it assume that nothing has changed in the state of the Terminations?



[KJBII] All terminations remain in the context they are in.  There is no assumption that anything has changed in this case -- the MGC will have to audit to determine if anything changed.



3.) MGW sends Service Change with Method = Restart and Service Change Reason = Service Restored Should in this case the MGC also assume that all physical Terminations have the default state In-service or should it assume that nothing has changed in the state of the Terminations?



[KJBII] See the answer for 2, above.



4.) MGW sends Service Change with Method = Disconnect and Service Change Reason = Service Restored Should in this case the MGC also assume that all physical Terminations have the default state In-service or should it assume that nothing has changed in the state of the Terminations?



[KJBII] See the answer for 2, above.



For H.248 Version 3 with use of Service Change Incomplete Flag.

5.) MGW sends Service Change with Method = Restart and Service Change Reason = Cold Boot and Service Change Incomplete flag set.

I assume that the MGW should at least announce all physical Terminations which are in state out of service before it sends a Service Change with Service Incomplete flag reset.



[KJBII] Correct.



6.) MGW sends Service Change with Method = Restart and Service Change Reason = Warm Boot and Service Change Incomplete flag set Should the MGW in this case at least announce all physical Terminations which are in state out of service before it sends a Service Change with Service Incomplete Flag reset? 

Or should it announce at least all the physical Terminations which changed state during the connection break between the  MGC and MGW before it sends a Service Change with Service Incomplet Flag reset?



[KJBII] The intent of the SCIncomplete flag was to allow a very large MG to inform the MGC of its OOS terminations prior to the MGC bringing the MG into live service after a boot.  This is because it could take quite a number of messages to inform the MGC of the OOS terminations.  In the case of a Warm Boot of a previously inservice MG, the MGC is not going to assume any change.  In order to provide continuity with a previously OOS MG, I believe the MG should report all the OOS terminations.



7.) MGW sends Service Change with Method = Restart and Service Change Reason = Service Restored and Service Change Incomplete flag set Should the MGW in this case at least announce all physical Terminations which are in state out of service before it sends a Service Change with Service Incomplete Flag reset? 

Or should it announce at least all the physical Terminations which changed state during the connection break between the  MGC and MGW before it sends a Service Change with Service Incomplet Flag reset?



[KJBII] See the answer for 6, above.



best regards Manfred







_______________________________________________

Megaco mailing list

Megaco@ietf.org

https://www1.ietf.org/mailman/listinfo/megaco







_1198570563/RE Megaco Service Change Method  restartdisconnectService Change Reason combination questions_2.txt
Comments inline. [KJBII]



Kevin



-----Original Message-----

From: manfred.volz@nokia.com [mailto:manfred.volz@nokia.com]

Sent: Tuesday, January 10, 2006 9:36 AM

To: Boyle, Kevin [NCRTP:3Z40:EXCH]; megaco@ietf.org

Subject: RE: [Megaco] Service Change Method = restart/disconnect,Service Change Reason combination questions



Hi Kevin,



Thanks for your answer. I have one additional question inline [MVo].



br manfred 



>-----Original Message-----

>From: ext Kevin Boyle [mailto:kboyle@nortel.com]

>Sent: 09 January, 2006 18:09

>To: Volz Manfred (Nokia-NET/Helsinki); megaco@ietf.org

>Subject: RE: [Megaco] Service Change Method = 

>restart/disconnect,Service Change Reason combination questions

>

>Comments inline. [KJBII]

>

>Kevin

>

>-----Original Message-----

>From: megaco-bounces@ietf.org [mailto:megaco-bounces@ietf.org] On 

>Behalf Of manfred.volz@nokia.com

>Sent: Monday, January 09, 2006 5:04 AM

>To: megaco@ietf.org

>Subject: [Megaco] Service Change Method = restart/disconnect,Service 

>Change Reason combination questions

>

>Hi,

>

>I have some questions concerning the state of physical terminations 

>after a MGW sends a Service Change with Service Change method restart 

>or disconnect.

>

>For H.248 Version 1 or 2.

>1.) MGW sends Service Change with Method = Restart and Service Change 

>Reason = Cold Boot What should the MGC assume about the state of the 

>physical Terminations?

>

>[KJBII] I am assuming you are asking about a ServiceChange Command on 

>the Root Termination.  If so, all physical terminations can be assumed 

>to be in NULL and no contexts are present.

>

>All have default state, which is In-Service, until otherwise announced 

>by the MGW?

>This case has been earlier discussed on this list.

>

>[KJBII] Yes, all terminations are assumed to be InService.

>

>2.) MGW sends Service Change with Method = Restart and Service Change 

>Reason = Warm Boot Should in this case the MGC also assume that all 

>physical Terminations have the default state In-service or should it 

>assume that nothing has changed in the state of the Terminations?

>

>[KJBII] All terminations remain in the context they are in.  

>There is no assumption that anything has changed in this case

>-- the MGC will have to audit to determine if anything changed.

>

[MVo] Should in this case the MGW announce the physical terminations which are Out of Service?

Or should the MGW announce the physical terminations which changed service state during the connection break between MGC and MGW? Or should the MGW do nothing, meaning it will rely on a possible audit from the MGC?

Same question for point 3 and 4.



[KJBII] The MG would announce those that have changed state, since the MGC assumes previous state on the Warm Boot.



>3.) MGW sends Service Change with Method = Restart and Service Change 

>Reason = Service Restored Should in this case the MGC also assume that 

>all physical Terminations have the default state In-service or should 

>it assume that nothing has changed in the state of the Terminations?

>

>[KJBII] See the answer for 2, above.

>

>4.) MGW sends Service Change with Method = Disconnect and Service 

>Change Reason = Service Restored Should in this case the MGC also 

>assume that all physical Terminations have the default state In-service



>or should it assume that nothing has changed in the state of the 

>Terminations?

>

>[KJBII] See the answer for 2, above.

>

[KJBII] snip!





_1197960360/RE Megaco subscription Megaco query.txt
That would depend upon how the MG came back into service.  As stated in the spec, the default value of the ServiceStates property is "Inservice".  This means that upon a cold start registration of the MG, all terminations are inservice, unless and until the MG reports otherwise via a separate ServiceChange command on the OOS terms.

 

The MGC is always free to audit to determine the ServiceState of terminations in the MG.

 

Kevin





  _____  



From: Prateek Raj Singh [mailto:prateek@cdotd.ernet.in]

Sent: Thursday, April 01, 2004 4:13 AM

To: Boyle, Kevin [NCRTP:3Z40:EXCH]

Cc: Megaco@ietf.org

Subject: Re: [Megaco] subscription :Megaco query





hi Kevin , 



What will be the state of the terminations which are  present at the time of

MGW get fail ? 

What mechanism provided by the megaco to maintain the same state at the both

end MGC and MGW ? 

  





regards, 

prateek 

Kevin Boyle wrote: 





  



Procedures for MGC control of MGs are described in the spec.  Essentially,

the MGC would have to wait for the MG to return to service. 





Kevin 





-----Original Message----- 

From: Prateek Raj Singh Pawar [mailto:prateek@cdotd.ernet.in

<mailto:prateek@cdotd.ernet.in> ] 

Sent: Wednesday, March 24, 2004 11:38 PM 

To: Megaco@ietf.org 

Cc: Prateek Raj Singh 

Subject: [Megaco] subscription :Megaco query 





Hi , 





This is parteek , working in C-DOT Indian goverment telecom research center

. we are currently working on the 3G MSC Server . 





Pls add me in the mailing list of megaco . 





I h've some queries related with the megaco . 





What are the control procedure if  MGC control only one MGW configuration

and MGW will fail . 





with regards, 

PRATEEK RAJ SINGH PAWAR 

  Research Engineer 

  3G  Mobile Solutions 

      C-DOT            Ph(O):24677525 ext. 324 

Room No 824,9th Floor  Cell : +919810652039 Akber Bhavan ,Chankya  mail

:pprateekraj@yahoo 

Puri ,  New Delhi-21         pratraj@rediff 

----------------------------------------------------------------------------



  





_______________________________________________ 
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<https://www1.ietf.org/mailman/listinfo/megaco> 



-- 







PRATEEK RAJ SINGH PAWAR 



  Research Engineer 



   Mobile Solutions   



      C-DOT            Ph(O):24677525 ext. 324



Room No 824,9th Floor  Cell : +919810652039



Akber Bhavan ,Chankya  mail :pprateekraj@yahoo



Puri ,  New Delhi-21         pratraj@rediff 



----------------------------------------------------------------------------
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_1196086683/RE Megaco Service change request from MGC1.txt
Terminations are inservice by default upon association.  The MG then has to indicate which terminations are NOT inservice using subsequent SC Commands.



Generally, the MG and the MGC track the ServiceState of the termination independently.  Only when both entities permit a termination to be

inservice will it have service.   If the MGC takes a particular term

OOS, the MGC can be expected to put the term back into service.  This would hold true for the MG as well.  This allows such things as local maintenance action to be triggered by either the MGC or MG.



Kevin 



-----Original Message-----

From: megaco-bounces@ietf.org [mailto:megaco-bounces@ietf.org] On Behalf Of Artie Mistler

Sent: Thursday, November 17, 2005 4:21 PM

To: megaco@ietf.org

Subject: RE: [Megaco] Service change request from MGC



If I may, I have an expansion on the original question, for the forum.



>From the MG perspective, it appears that the MGC can take physical

terminations out of service and then put them back into service.



If this is done, does the MG retain the out of service setting over any

of:

a reboot, a failed and recovered association, or redirected association?



Is there ever a case where a MGC gets an association with a MG and the MGC puts physical terminations into service on the MG?  That doesn't seem to make sense because how would it know what the MG physical terminations were until it received service changes for the terminations.  But service change can be sent by the MGC to MG to either put terminations into, or out of service.  I'm just hoping that these actions only occur when it first takes known terminations out of service, and then puts them back into service.



Regards,

- RT



Artie Mistler, "RT"

Performance Technologies, Inc. 

Voice Technology Group

315 Norwood Park

Norwood, MA  02062

(781) 751-2415

Fax: (781) 751-2470

amistler@pt.com 



Visit our web site at: <http://www.pt.com> 







-----Original Message-----

From: Kevin Boyle [mailto:kboyle@nortel.com]

Sent: Wednesday, November 16, 2005 5:00 PM

To: Ho, Ron; megaco@ietf.org

Subject: RE: [Megaco] Service change request from MGC





Yes.

 

Kevin





________________________________



	From: Ho, Ron [mailto:ron.ho@navtelcom.com] 

	Sent: Wednesday, November 16, 2005 11:53 AM

	To: Boyle, Kevin [NCRTP:3Z40:EXCH]; megaco@ietf.org

	Subject: RE: [Megaco] Service change request from MGC

	

	



	Thanks Kevin. Does it apply to all v1, v2 and v3?



	 



	Cheers,



	Ron



	 



	-----Original Message-----

	From: Kevin Boyle [mailto:kboyle@nortel.com] 

	Sent: Wednesday, November 16, 2005 11:47 AM

	To: Ho, Ron; megaco@ietf.org

	Subject: RE: [Megaco] Service change request from MGC



	 



	Yes.  Only Failover and Disconnected are prohibited to MGCs.



	 



	Kevin 



		 



		

________________________________





		From: megaco-bounces@ietf.org

[mailto:megaco-bounces@ietf.org] On Behalf Of Ho, Ron

		Sent: Wednesday, November 16, 2005 10:36 AM

		To: megaco@ietf.org

		Subject: [Megaco] Service change request from MGC



		Hi All,



		 



		I am new to Megaco. Here is my simple question.



		 



		Are we allowed to send SC from MGC to MG besides using the Handoff method or custom method?



		 



		Can we send a SC with Restart method and 900 reason code from MGC to MG?



		 



		 



		Thanks,



		Ron



		 



		 



		 



		Ron Ho | Software Engineer

		email - Ron.Ho@navtelcom.com | dir +1 905 948 7061

		 

		Navtel Communications Inc. | 55 Renfrew Drive, Markham, Ontario, Canada L3R 8H3

		web www.navtelcom.com <http://www.navtelcom.com/>  | tel

+1 905 479 8090 | fax +1 905 475 6524
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_1195897784/Re Megaco Question on Service Change command with method as RESTART  on ROOT termination..txt
Bye 

Fernando 



Noh Jeong Min wrote: 



  Hi, MEGACO list. I have a doubt about Service Change command with method as Restart (Reason:Cold Boot) on Root termination. Q1) Does it indicate that all terminations (all physical terminations in the NULL context) are in service, by default? Or, does MG need Service Change command with method as Restart (Reason: Service Restored) on physical terminations, after send Service Change command with method as Restart (Cold Boot) on Root termination?

-- 

Fernando Vallejo Lazaro

Phone:  +34 91 330 8279

SW  Wireline ASD-Madrid

       ALCATEL  



