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Introduction
In Tispan#07, BT suggested the use of H.248.11 for protection against processing overload on the TGW because BT believes that H.248.10 has the following defects when compared with H.248.11
1. It specifies the use of percentage rejection, which doesn't bound admitted rates, and so the control has a harder job adapting to rapidly changing demand levels.  (H.248.11 specifies the use of leaky bucket throttles)

2. H.248.10 has no specification of either when control should be activated, or of the need to configure the initial throttle level. 
3. There is no description of the objective of the control.  (H.248.11 requires that the control should maximise MG throughput subject to bounding MG response times). 
4. There is no indication of how the level of throttling should be adjusted to achieve its aim.  (H.248.11 requires that bucket leak rates should be adjusted so that the measured rate of MG_Overload notifys is driven to a configured rate) 
5. There is no specification of how control should be terminated in such a way as to avoid the control repeatedly terminating and re-starting at borderline MG overload levels. 
6. There is no specification of how the control should use the 16 priority levels for contexts or the optional emergency indicator for contexts.

In summary: BT feels that H.248.10 is too vague to ensure that it will work adequately 'out of the box' and that it fails to recognise the necessity of specifying the important performance/nodal behaviour aspects listed above. 
This view was rejected at TISPAN#7 because the meeting felt:

1) That although .11 was selected for the AMG profile, the TGW was thought unlikely to be subjected to such extreme variations in load.

2) There was a body of opinion that contended that .11 was difficult to use as there are too many specified parameters that must be set and that, H.248.10 was very simple to implement and tune.
3) There was not a sufficient technical argument in favour .11 vs .10 to justify divergence from the 3GPP trunk gateway profile.

This paper provides an alternative view of these claims, 

(a) by disclosing the extreme nature of some traffic flows, showing that the TMG will, in fact, be exposed to significant processing loads;
(b) by giving an example of how to configure H.248.11 with results from simulation;

(c) by arguing that the simplicity of H.248.10 is illusory given that all standardised controls require additional design effort to make them work effectively. 

(d) by arguing that percentage rejection is unlikely to be effective against rapidly varying demand;
Trunk Media Gateway load
TISPAN has accepted the use of H.248.11 for the access media gateway interface.  It has been argued that the TGW is unlikely to see extreme processing overload, as the number of session setups/cleardowns (which effectively set the processing load on the TGW) is limited by the size of the traffic engineered routes on the TDM side of the gateway.  Obviously, a new call cannot be set up if there are no available TDM ccts to carry the media, so the mean call hold time effectively sets an upper limit on the rate of setups/cleardowns. 
Figure 1 shows measured data from a national televoting event. It displays a plot of the answered calls/sec averaged over minute intervals versus the local time (hh:mm:ss). 

The spikes are triggered by the display on TV of individual voting numbers, and by the TV programme presenter urging viewers to vote (‘only 3 minutes left’).  The highest 3 spikes peak at about 18 x the underlying answered voting rate. Note that these are answered calls, the peak originating calling rates (before gapping) will of course be higher.

This profile is typical of such events, and motivates the simulated overload scenario presented in the next section. 
This televote traffic may traverse the TMG in order to reach the televoting platform.  The impact on the TMG processing load arises as the call hold time of these calls is very short (less that 10 seconds) and so these traffic flows significantly decrease the mean hold time of the calls on the gateway.  This is exactly the effect that causes TMGs to suffer from processing overload, as the devices are usually dimensioned for hold times of 100-180 seconds.
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Figure 1.  Measured data from televote event

The implementation of H.248.11
This section provides a simulated example of H.248.11 in action, and describes how the control parameters were set.
Set-up modelled: a virtualised MG with capacity equivalent to 33 CAPS and 3 MGCs.  Terminating calls incoming to the MG were modelled; but calls originating at the MG were not. Rejecting a terminating call at an MGC reduces that call’s load on the MG by 100%.  A simplified H.248 message flow was modelled comprising a single message pair per call.

The MG is modelled as single cpu with FIFO queue. The MG returns an MG_Overload notify if an ADD arrives when

(a) either the number of H248 messages in the FIFO exceeds a threshold (value 5 in this example, representing 5 calls worth of messages); 

(b) or cpu occupancy, averaged over 0.3 sec, exceeds a threshold (80% in this example) – in this case an MG_Overload is returned with a probability that increases linearly from 0 (when the cpu occupancy = 80%) to 1 (when the cpu occupancy = 100%).

The 3 MGCs each implemented a type-2 leaky bucket with the following parameter values:

· InitialLeakInterval (0.1 sec - approximately 3 / MG capacity ), MinimumLeakInterval (0.022 sec), MaximumLeakInterval (1.0 sec)

· InitialFill (5, to apply restriction as fast as possible), MaximumFill (5, gets close to the ideal leaky bucket)

· SplashAmount (1), LeakAmount (1)

Signalling delays were modelled, in both directions, between MGC and MG. The signalling bandwidth on each MGC-MG link was set equal to 1.5 x 33 x assumed signalling bits per call.

The per MGC TargetMG_OverloadRate was set to 1.0 MG_Overload notify per sec.

The 3 priority-related parameters were not modelled:

· InitialHighestControlledPriorityLevel

· MinimumHighestControlledPriorityLevel

· MaximumHighestControlledPriorityLevel

The termination-related parameter, TerminationPendingPeriod , was not modelled.

An MGC activates control when the rate of MG_Overload Notifys over a configurable measurement period T (4 secs in this example) exceeds the TargetMG_OverloadRate.  To respond to very rapid events, it also activates control if, over an interval < T sec, the number of received Notifys exceeds TargetMG_OverloadRate * T. 

Once control is activated at an MGC, the MGC periodically counts calls its throttle admitted (so offered to MG) and rejected,  and calls it originated, and MG_Overload Notifys received. The approach was to measure these quantities for 4 secs, master and apply a leakrate update, and then ignore the quantities for 1 sec (to allow the effect of a change to become apparent) before measuring again for 4 secs and so on.

Results: Figure 2 shows the calls/sec originating at each of the 3 MGCs (before throttling).  Each plotted point is an average over 1 sec. In total the MGCs offered 20% of the MG’s capacity for the time interval from 0 to 100, then stepped-up to 20 x the MG’s capacity for the time interval from 100 to 400, then dropped down to twice the MG’s capacity during the interval from 400 to 500 etc.
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Figure 2 Per MGC originating call/sec (before throttling)

Figure 3 shows the admitted rates per MGC, plotted as 1 sec and 60 sec averages. Observe that during the mid-event dip (400 – 500 sec) the admitted rates drop very little. That is the key benefit of using a leaky bucket throttle. As long as the calling rate offered to a bucket exceeds its leak rate, then the bucket fill stays close to its maximum - so the admitted rate stays roughly constant irrespective of changes in the offered rate. Of course, when the offered rate falls below the bucket leak rate, then the admitted rate also drops (and is roughly equal to the offered rate).
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Figure 3 Per MGC admitted calls/sec (after throttling)

Notice that the MGCs admit calls at roughly the same rate – despite generating very different calling rates. That is a direct consequence of H.248.11’s requirement that an MGC should drive the MG_Overload rate it sees close to its configured TargetMG_OverloadRate. If different MGC TargetMG_OverloadRates are equal (as they are in this example) then – once the control has settled down – the MGCs get equal shares of the MG’s capacity. If one MGC’s TargetMG_OverloadRate had been twice another’s then it would get twice the share of the MG’s capacity compared to the other. This is explained in H.248.11 (section 8.2.3, note 2).

Figure 4 to Figure 6 show the MGC bucket leak rates, MG CPU occupancy and round-trip-time MGC-MG-MGC respectively.
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Figure 4 Per MGC bucket leak rates

Figure 4 shows that the MGC throttles are activated within 1 sec (when the per MGC rate of MG_Overload Notifys exceeds the configured TargetMG_OverloadRate (1). When the originating call/sec falls from 660 to 6.6, at 900 sec, the MGC buckets no longer reject calls and the MG_Overload notification rate drops to zero. In those circumstances the bucket leak rate adaptation algorithm does not increase the leak rate, in order to guard against possible subsequent rapid increases in calling rates.

[image: image5.emf]0

0.2

0.4

0.6

0.8

1

1.2

0 200 400 600 800 1000 1200

time (sec)

MG CPU occupancy


Figure 5. MG cpu occupancy

Figure 5 shows that the control keeps the MG cpu occupancy close to the target of 80% even during the mid-event dip.
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Figure 6.  Response time seen by MGC

Figure 6 shoes that after the initial delay spike of just over 0.5 sec, the round-trip times are bounded at about 50ms.

H.248.10 implementation

H.248.10 only standardises on the throttle type (percentage rejection) and the H.248 message used to convey the percentage to the MGC.  That leaves so many important details undefined that a lot of design work has to be done to produce an effective system. 
Major design decisions relating to an effective overload control are missing from H.248.10:

(a) Decide when control is activated – need to avoid applying severe initial throttle level for minor blips of MG overload;

(b) Decide how the throttle level is adapted, including what goal the feedback control is trying to achieve.

(c) Decide when control should be terminated – need to avoid prematurely ending control for borderline overloads.

(d) Decide if percentage restriction is adequate to handle rapid onset of overload, and sudden surges in offered load during a borderline overload.

Of course, solutions to each of these issues can be implemented, but many implicitly imply additional control parameters thus reducing the apparent simplicity of the control.  All of the above issues are addressed by H.248.11. This is not to say that H.248.11 can be implemented without preliminary design and modelling work by MG and MGC vendors, but, at least, many of the major control design decisions have been taken. 

Percentage restriction and H.248.10
H.248.10’s use of percentage restriction is its major defect. Rapidly varying calling rates at the MGC will be hard for the MG to track, potentially leading to instability of any feedback control implementation. It is nearly impossible to set a safe initial rejection percentage (other than 100%) given that the offered calling rate can increase from normal levels to 20 times normal (and more) in a few tens of seconds (Figure 1). This implies rapid and large changes to the restriction parameter used in H.248.10 as the load varies.  For example, during the mid event dip in the simulation described above, the percentage restriction level would need to decrease from 95% to 50% and then increase to 95% again, whereas the leaky bucket restrictors don’t actually need to change.  Another advantage of the leaky bucket restrictor is that it naturally converges to similar admission rates for virtual MGs on the same gateway, whereas the percentage restriction naturally converges to similar rejection  probabilities.  This means that H.248.11 naturally protects virtual MGWs on the same physical gateway from each other.  Additionally, changing the goal overload indication rates on the controlling MGCs allows an operator to manage the allocation of MGW processing between different virtual MGWs in a variety of different ways, enabling SLA management.  Because it uses a percentage restrictor, H.248.10 does not easily protect virtual MGWs from each other, nor does it facilitate SLA management on virtual MGWs. 

Conclusions

It is concluded:

a) That TMGs may be subjected to focussed overloads in which there is a collapse of the call holding time and that in those cases we would expect to see significant processing overload.
b) That H.248.11 is not complex to configure so that it works effectively, given the MG can measure and threshold queue lengths and cpu occupancy – simulation modelling supports this point.

c) That measurements of typical media-stimulated overloads show a series of abrupt calling rate spikes, which are easy for leaky bucket throttles to handle, but pose significant challenges for percentage restriction.
BT recommends, therefore, the following changes to WI 03047:
5.14
Packages

Table 5.14/1: Mandatory packages
	Mandatory Packages:

	Package Name
	Package ID

	Generic v1 (see ITU-T Recommendation H.248.1 [9] Annex E.1)
	g, (0x0001)

NOTE: Required for signal completion of call progress tones and announcements.


	Base Root Package v2 (see ITU-T Recommendation H.248.1 [9] Annex E.2)
	root, (0x0002)

	Tone Detection Package v1 (see ITU-T Recommendation H.248.1 [9] Annex E.4); NOTE 1
	tonegen, (0x0002)

NOTE: This package is “extension only”. It must be supported if extended but shall not be published over the protocol. It is here for information only.

	Basic DTMF Generator Package v1 (see ITU-T Recommendation H.248.1 [9] Annex E.5); NOTE 1
	dg, (0x0005)
NOTE: Required for inband digits. For instance, in case of supplementary services from TMGW perspective

	DTMF Detection Package v1 (see ITU-T Recommendation H.248.1 [9] Annex E.6); NOTE 1
	dd, (0x0006)

NOTE – Required for inband digits. For instance, see “dg”.

	TDM Circuit Package v1 (see ITU-T Recommendation H.248.1 [9] Annex E.13);
	tdmc, (0x000d)

NOTE – Required for basic EC control.

	Gateway control protocol: Media gateway

overload control package (see ITU-T Recommendation H.248.11 [12]).


	ocp, 0x0051

	Basic Continuity Package v1 (see ITU-T Recommendation H.248.1 [9] Annex E.10);
	ct, (0x000a)

NOTE: only required for TDM side terminations.

	Generic Announcement Package v1 (see ITU-T Recommendation H.248.7 [28]). Only Fixed Part is Mandatory. NOTE 1
	


NOTE 1: This package may not be required for TISPAN NGN R1. 

. 

(Add the appropriate reference [12] in the references section)
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