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Begin of Change

4.2.1
General

Figure 4.2.1.1 gives a schematic view of the protocol structure for PCRF interfaces.
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Figure 4.2.1.1: Protocol structure for PCRF interfaces

A client may detect a PCRF node failure or unavailability in several ways, e.g.:

(    on protocol layers below the PCRF application: periodic signaling (by e.g. SCTP heartbeat or DIAMETER device-watchdog) will lead to detection of a PCRF node’s (un)reachability. This signaling is independent of PCRF session handling. Unreachability on layers below PCRF application implicitly means unavailability of the PCRF functionality (on a specific target PCRF node), but the opposite does not hold.

(    on PCRF application protocol layer: it will lead to detection of a total PCRF node failure by a PCRF client, also within the timespan of lower layer periodic signaling, but only if PCRF session requests are to be handled (by timeout of requests/application level heartbeats). Immediate detection of PCRF node recovery would require enhancements in signaling and node behaviour.
(    independent from signaling, e.g. by TMN interaction. This method could be suitable for pro-active failure and recovery detection (e.g. based on permanent auditing on a PCRF node) and also for a controled withrawal of service of a PCRF node (e.g. for maintenance, reconfiguration etc.). 

Editor’s note: the details of TMN involvement for failure detection are FFS (e.g. standardized interfaces). The work of SA5 needs to be considered. 

In case of single PCRF/multiple PCRF deployment without DRA, the PCRF clients must detect the failure; in case of multiple PCRF deployment with DRA, the failure must be detected by the DRA, and – depending on the required recovery handling – additionally PCRF clients may need to be informed.

There is a characteristic difference between PCRF failure and PCRF recovery detection, depending on the deployment scenario: a PCRF failure must be detected as fast as possible in any case, as there is a potential risk associated with the latency of failure detection; the same applies for PCRF recovery detection for single PCRF deployment. For multiple PCRF deplyoment the requirements for recovery detection are less stringent (because the effect of a delayed recovery detection would only be that PCRF sessions are unnecessarily still handled at alternative PCRF nodes; it does not increase the operator’s risk, under the assumption that the overall load can still be handled).  

Detection of recovery is commonly done by a restart indication sent by a restarted node to relevant clients immediately after a restart. 
End of Change
Begin of change

4.2.4
Failure and recovery detection on PCRF application level





Application-level heartbeat on Gx, Gxx, Sd, and Rx can be used between a client and the PCRF to periodically exchange, irrespectively of subscribers sessions, the reachability at PCRF application level as described in 3GPP TS 29.212 [10], 2GPP TS 29.214 [12], and 3GPP TS 29.215 [13].
A restarting/restarted PCRF can handle the previou total failure and the related restart explicitly by an indication to relevant clients; in more detail:

(
The PCRF maintains a restart counter in a non-volatile memory, increments the counter immediately after every restart and sends the new counter value to relevant clients within an existing PCRF application message (i.e. in a response message to a previous request from a client) or with a dedicated restart indication message (i.e. as a new request message to a client). The restart counter is not modified in case of a partial PCRF failure.  (For current use of a restart counter mechanism, refer e.g. to 3GPP TS 23.007 [15] and 3GPP TS 29.274 [16].)

The restart counter mechanism can be utilized within several solutions described in clause 6.

A possible coding for Gx messages CCA/RAR and Rx messages AAA/RAR is given in annex A.2.
End of change

Begin of change
4.4
Selection of restoration scheme
Clients and PCRFs may possibly support one or more restoration schemes or no restoration scheme at all. The Credict-Control-Failure-Handling mechanism, already specified for 3GPP TS 32.299 [xx] can be used for indicating the support of a restoration scheme or restoration schemes between the clients and PCRF in cases where a restoration scheme is applicable. 


End of change

Begin of change

6.0
General
Several solutions are presented in this clause. They described the PCRF failure and restoration from on different levels and from various perspectives all-around. 

Solution1 2 and x analyse the failure detection from the deployment point of view. Solution 1 is for deployment of multiple PCRF with DRA, and the solutions 2 and x deal with the failure detected for the single PCRF. In addition, solution 1 describe the PCRF reselection, but the rebuilding of existing sessions in the failure PCRF has no detailed presentation. Solutions 2 and x elaborates also on the failure detection, but not on restoration. The PCRF may rebuild sessions in various ways, and the applicable ways can be reused as the description e.g. for description in subclause 6.5 / PCRF session state restoration and in subclause 6.6 / Soft recovery after a PCRF restart in the solutions5 and 6.
Solution 3 and 4 describes the termination of services as soon as the PCRF failure condition is detected. Solution 4 performs the appropriate tear-down procedure on the PCRF clients for all bearer and application sessions. And the solution 3 features the grace time for the termination of services, and re-uses of mechanisms described under solution 4.

The restoration of PCRF session state is considered is detailed in solution 5 and 6. Solution 5 is employed to re-synchronize PCC rules between PCRF nodes and PCRF clients on bearer and AF sessions whenever, due to failure of a PCRF node, the PCRF has lost the session state. The partial failure is included in solution 5, and the soft recoveries of solution 6 just act after the PCRF restart.

In addition, solution 5 is combinable with solution 1 and solution 3, but should not be combined with solution 4.

Solution 7 proposes means for bulk signalling; to be used in other solutions (e.g. solutions 4 and 5).

Solution 8 provides PCRF resilience by duplicating PCRF session state information to PCRF clients in opaque containers. 

End of change

Begin of change (new section)
6.x
Solution x: use of DIAMETER Application protocol in Single PCRF deployment 

6.x.1
PCRF Failure Detection

The diameter client at the BBERF, PCEF , TDF and AF shall probe the liveliness of the PCRF by using the APPLICATION_LEVEL_HEARTBEAT mechanism at Gx, Gxx, Sd and Rx application level, as specified in 3GPP TS 29.212 [10], 3GPP TS 29.214 [12].
The PCRF shall be prepared to receive the specific AVP and respond with the Restart-Counter AVP, allowing a timely detection of failure at Application level.
6. x.1.1
Response of the Diameter Client (AF/PCEF/BBERF)

Handling of existing sessions when PCRF failure can be managed consistently between the client and the server by exchanging the Credit-Control-Failure-Handling AVP as specified in 3GPP TS 29.212 [10], 3GPP TS 29.214 [12]. The client at the AF/BBERF/PCEF may terminate a session when  it receives a session modification request with the exception of Emergency Services and Government Emergency Telecommunication Services/ Multimedia Priority Service (3GPP TS 22.153 [14]).
6. x. 2
PCRF Restart

After a PCRF restart  the status of  the sessions is unknown. The PCRF may rebuild sessions in various ways, using information requested from the related clients (PCEF, BBERF, AF/P-CSCF). Applicable ways are described e.g. in subclause 6.5 / PCRF session state restoration and in subclause 6.6 / Soft recovery after a PCRF restart.
End of change

Begin of change
7.1
General
Table 7.1.1 compiles an evaluation for all 9 solutions on a first level.

Table 7.1.1: Level 1 evaluation of solutions

	Solution
	Main characteristics
	Impact on specification
	Relationship to other solutions

	1 (Solution for the PCRF failure reselection for the DRA)
	This solution describes how Redirection-DRA and Proxy-DRA can handle PCRF failures for session establishment and modification.
	Uses only DIAMETER base functionality for signaling with both Red-and Proxy-DRA. Describes additional, but optional behaviour for the DRA which could be imported into specifications (TS 29.212 – 215). 
	If it is known to DRA that PCRF state has been restored (solutions 5, 6, 8), this can be utilized in modification requests. 

	2 (use of DIAMETER base protocol in Single PCRF deployment (with Direct Client-Server Connection)
	Gives small clarifications.
	Refers to DIAMETER base functionality. Text on particular handling in failure case is quite unspecific. 
	Refers to other solutions. Text on emergency services needs to be considered for all other solutions.

	3 (Graceful termination of services)
	Timer based handling with potential improvement of user experience. Enables further handling in other nodes.
	Details yet to be described.
	Refers to solution 4 for teardown handling. Can be used  with bulk signaling (solution 7).

	4 (Strict termination of bearer services)
	Describes usage of existing mechanisms for immediate teardown of  bearer sessions.
	No impact if bulk signaling is not used; requires DIAMETER extensions if bulk signaling is used (preferred).
	Refers to bulk signaling (solution 7) as preferred mechanism.

	5 (PCRF session state restoration)
	Describes how PCRF sessions can be restored on the same or on a different PCRF, in a quite general and flexible approach. 
	Impact on Gx/Rx interfaces, as documented in coding example in annex A.3.
	May be combined with solution 3, may not be combined with solution 4. May be be combined with solution 7 (for maximum benefit).

	6 (Soft recovery after a PCRF restart)
	Describes that in some cases user sessions may not be impacted by PCRF failure and restoration is not required. Handles the state restoration on the same PCRF after restart.  No notion of bulk signaling. Has several options for binding procedure and information from PCEF.
	Proposes restoration method as a feature to be known/agreed on by both sides. Impacts on PCRF application signaling, but amount not yet described in detail.
	Is explicitly not suitable for combination with solution 7. 

	7 (Bulk Signaling based on PCRF Session Set ID (PSSID))
	Proposes extension of the similar concept (CSID) in the bearer plane.
	Impacts on PCRF signaling as documented by coding example in annex A.1, and potentially in DIAMETER. Corresponding enhancements in node behaviour (3GPP TS 23.007) .
	Can be used by solutions 3, 4, 5 and 8. 

	8 (Adding explicit resilience to PCRF sessions)
	Distributes PCRF’s session information in transparent container towards clients.
	Requires enhancements in Gx/Rx interfaces and node behaviour. Details yet to be described.
	Potentially usable in conjunction with solution 5.

	9 (Unified solution for termination of bearer services)
	Allows to handle termination of bearer services flexibly in the range from a strict (immediate termination) to loose (no termination). 
	Extension in signaling interfaces Gx, Gxx, Rx, S9 for delivery of grace time parameter.
	Combines solutions 3, 4 and the "loose handling", (i.e. "do nothing" solution, which is not specifically described). 

	2 (use of DIAMETER 
Application protocol enhancement (application level heartbeat) in PCRF deployment
	Allows to detect failure of PCRF irrespectively of subscriber session signalling.
	Extension of AVP usage in 29.212, 29.214, 29.215. 
	Usable for failure detection (and eventually for PCRF failure handling coordination between client and server, using CCFH as done over Gy) with limited impacts 


In a second step the solutions are analysed further in conjunction with the functional requirements stated in subclause 5.2 and propose a way forward for several solutions.

Solution 1: there is some benefit for documenting the DRA behaviour with PCRF failure, as it was not clear enough from the current specifications. It is proposed to specify some reasonable amount of details, with consideration of PCRF session state restoration. 

Solution 2: it is assumed that the small clarifications given, beyond already specified bahviour, may be considered when specifying other solutions and with general brush up of specifications. Consequently there is no extra effort and no extra place needed for documenting solution 2. Functional requirement #7 will then be fulfilled.

Solution 3, Solution 4: it is possible to unify these, together with the “loose handling” (which is not described as a separate solution). The benefit would be that functional requirements #1, #3 and #4 can be fulfilled with one mechanism. As this is an important portion of operator requirements this should be considered for specification. 

Solution 5: this one fulfills functional requirement #5 to a great extent. When combined with solution 7 (bulk signaling) it reduces impacts on load and performance of the PCRF infrastructure and achieves most timely PCRF restoration . Yet, in its generality it seems to go quite far, taking into account that PCRF failure and restoration handling is a new topic in 3GPP’s specification work. 

Solution 6: it fulfills functional requirement #5 in part. The solution lets user sessions continue untouched, when the PCRF fails. Diameter sessions between the PCRF and clients are restored after the restart of the PCRF only if/when required, e.g. when a client requests a session modification. The solution describes several options for finding the clients and the sessions to be restored. 

Solution 7: this solution can serve as a base mechanism, for both PCRF session state restoration (solutions 5 and 8) and termination (solutions 3 and 4). 

Solution 8: this one fulfills functional requirement #5 to a great extent. When combined with solution 7 (bulk signaling), it additionally minimizes impacts on load and performance of the PCRF infrastructure. It can be combined with solutions 7 and potentially 5. 

Solution 9: it contains solutions 3 and 4 and fulfills requirements #1, #3 and #4.

Solution x: it enables the fulfillment of requirements #1, #2 and may fulfil #3 and #7
End of change
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