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*** 1st Change ***

5.2.5.2
DRA Diameter functionality analysis and conclusion
This clause contains a comparison between Redirect Diameter Agent and proxy Diameter Agent. The main goal is to identify the pros and cons for the candidate solutions and select the most suitable one as the recommended DRA implementation.

NOTE: 
Other types of Diameter agents are not considered since they do not satisfy the DRA requirements in stage 2 
5.2.5.2.1
Analysis

This clause includes the different issues that are evaluated for each of the candidate solutions. The issues include latency, load, scalability, reliability, security, deployment, how to maintain the session state and impacts on existing protocols nodes and standard Diameter agent. 

A final analysis is done for the specific scenario where two operator networks are interconnected and using different DRA solutions (i.e. one operator uses a redirect solution while the other one uses the proxy one).

The following definitions apply:

Client:
PCC functional nodes that act as a Diameter client: BBERF, PCEF, AF, V-PCRF

DRA Binding:
The assignment of a PCRF node per UE or per IP-CAN Session

In this clause the examples are referred to the Gx interface for simplicity. These examples are equally applicable to the other interfaces: S9, Gxx and Rx.

The following solutions are compared:

[RA]:
Redirect agent based on the the standard Diameter redirect agent functionality. The deletion of the DRA binding is performed when the client is sending the session termination message to the DRA. After receiving the redirection message, the client will send it to the server. A possible optimization for this case woule be that the same message is sent in parallel to the PCRF, having this the drawback of modifying the standard redirection mechanism in the client for such a particular case..

[PA1]:
Proxy agent based on the standard Diameter proxy agent functionality. All the messages need to go through the DRA.

[PA2]:
Proxy agent based on the standard Diameter proxy agent functionality. Only establishment and termination messages go throught the DRA. 

A proxy agent is not required to be on the route path of every subsequent command for a given Diameter session. The answer message for the initial Diameter command exchange contains the Origin-Host AVP and Origin-Realm AVP which can be used by the client to route subsequent commands directly to the destination host that processed the initial request. Alternatively the client could use the Origin-Realm AVP and Diameter realm-based routing to determine an alternate route to the destination host which bypasses the failed DRA cluster.

The following assumptions are taken into account:

1. The DRA has the all the functionality needed to handle the PCRF selection per either UE or PDN network. The client then would have the same behaviour in all the cases, i.e. each session establishment procedure will have to go to the DRA first to find out what PCRF is to be assigned.
*** 2nd Change ***

5.2.5.2.1.1
Latency
The following definitions apply:
t:
Processing time in the PCRF, e.g. time between receipt of a CCR and reply with CCA.
x:
Time for a message to go from one Diameter node/agent to another node/agent. To simplify we consider this to be a constant.

z:
Processing time unit in a Diameter agent. It is considered that when DRA binding is created/deleted the processing time is “2z”. When binding is not needed to be modified, the processing time is set to “z”
The following assumptions are taken into account:

2. the Diameter connections between the client/servers and the Diameter agents are pre-established and therefore are not being counted

3. For the comparison we may assume that t>>x, t>>y

5.2.5.2.1.1.1
Session Establishment
[RA]
· (+)
Latency = 4x + 2z + t. The procedure is completed after four interactions. E.g. for the Gx interface, the CCR goes from the client to the DRA. DRA resolve the destination address and issue a CCA to the client. The client send the CCR directly to the PCRF and the PCRF answers back with the corresponding CCA.
[PA1]
· (+)
Latency = 4x +  2z + t. The procedure is completed after four interactions. E.g. for the Gx interface, the CCR goes from the client to the DRA. DRA analyses it and send it to the final destination (PCRF). The PCRF answers back with a CCA that is sent to the DRA. The DRA analyses it and send it to the final destination (the client that issued the initial CCR)
[PA2]
· (+)
Latency = 4x + 2z + t. E.g. for the Gx interface the answer (CCA) can go directly from the PCRF to the client without going through the DRA
5.2.5.2.1.1.2
Session Modification

[RA]

· (+)
Latency = 2x + t. The procedure is completed after two interactions. The client already knows the PCRF address and uses it since there is no need to resolve it again in the DRA. The CCR goes directly from the client to the final destination, as the client already got the final address during the session establishment procedure. The answer also goes from the PCRF directly to the client.
[PA1]

· (-)
Latency = 4x + z + t. The clients (BBERF, PCEF, AF, V-PCRF) obtain the answer of the operation in four interactions. The CCR goes from the client to the DRA. DRA analyses it and send it to the final destination (PCRF). The PCRF answers back with a CCA that is sent to the DRA. The DRA analyses it and send it to the client. Although latency in this case is higher than in the [RA] or [PA2] case (difference is 2x), it is important to look at the percent increase relative to the [RA] or [PA2] latency. The percentage increase is 2x*100/(2x+t). Because processing time in the PCRF is most likely higher than message travelling time, we can assume that t >> x, in which case, the percentage increase in latency in this case is minimal compared with the latency of the [RA] or [PA2] solutions. 
[PA2]

· (+)
Latency = 2x + t. The procedure is completed after two interactions. The client already knows the PCRF address and uses it without traversing the proxy agent.. The CCR goes directly from the client to the final destination, as the client already got the final address during the session establishment procedure. The answer also goes from the PCRF directly to the client.

5.2.5.2.1.1.3
Session Termination

[RA]

· (+)
Latency = 4x + 2z + t. The procedure is completed after two interactions. E.g. for the Gx interface, The CCR goes directly from the client to the final destination, as the client already got the final address during the session establishment procedure.  The PCRF answers back with the corresponding CCA. In parallel to this procedure, the client shall send the same CCR to the DRA in order for the DRA to remove the binding.
[PA1]

· (+)
Latency = 4x + 2z + t. The procedure is completed after four interactions. E.g. for the Gx interface, the CCR goes from the client to the DRA. DRA analyses it and send it to the final destination (PCRF). The PCRF answers back with a CCA that is sent to the DRA. The DRA analyses it and send it to the final destination (the client that issued the initial CCR)

[PA2]

· (+)
Latency = 4x +2z + t. E.g. for the Gx interface the answer (CCA) can go directly from the PCRF to the client without going through the DRA

*** 3rd Change ***

5.2.5.2.1.6
Deployment
· Non-roaming case

[RA]
· (-)  Configuration at the PCRF: Every PCRF has a direct connection with every client (AF, PCEF, BBERF), and as such each time a new client is introduced, each PCRF has to be configured to allow connections from new peers (or not block connections from “unknown” peers).
· (+) Small deployments: In small deployments, the [RA] solution may be a simpler approach as it doesn’t require an extra hop between clients and servers.
[PA1]
· (+) Configuration at the PCRF: Given that PCRFs have connections only with one DRA, there is no need to reconfigure the PCRF when new clients are introduced.
· (-)  Small deployments: If an administrative realm only has very few PCRFs deployed, having a DRA in the path adds unnecessary overhead (additional hop). 
[PA2]

Considered similar to [RA].
NOTE: If an internal pool of relays is used within one realm as defined in Annex A of TR 29.909, the differences between the different flavors becomes minimal.
· Roaming case

[RA]
· (-) Internal PCRF topology: Given that each PCRF in a home realm is connected directly with the roaming partner, the home operator would be opening up its internal topology to external networks.
· (-) Network level policies: Given that there is no single entry point in this case to the PCRF “cloud”, the operator cannot centrally manage policies related to the number or allowed peers with the PCRF “cloud”, load.

· (+) Number of hops: The [RA] minimizes the number of hops at least for session modifications.
[PA1]

· (+) Internal PCRF topology: Given that the DRA in this case is the single entry point to the PCRF “cloud”, an operator can decide to hide its internal PCRF topology by only providing information about the DRA to an external network and not the selected PCRF.
· (+) Network level policies: A home operator can deploy policies in one entity, the DRA, to manage incoming communication from roaming partners, such as allowed peers, number of connections and load from a particular operator or on an aggregate level, shielding the PCRFs from direct communication with external clients.
· (-) Number of hops: In the case of roaming, two hops are in the path for all messages: the V-DRA and H-DRA, such that a message from a client such as the BBERF for instance will need to traverse at least three hops before making it to the H-PCRF.
[PA2]
Similar to [RA].

NOTE: If an external pool of relays is used when interconnecting operators as defined in Annex A of TR 29.909, the differences between the different flavors becomes minimal.

*** 4th Change ***

5.2.5.2.1.7
Maintaining Session state

[RA]

· Aware of DRA binding states (eg. session establishment and termination). Not aware of all session states.
[PA1]

· Aware of DRA binding states. The Diameter Proxy agent keep track of theDRA binding state since it evaluates every packet that is sent between the client and the server

[PA2]

· Aware of DRA binding states ( eg. ession establishment and termination). Not aware of all session states. The PA2 option needs to receive the termination acknoledge messages (eg. CCA in a Gx CCR) in order to remove binding information. 
*** 5th Change ***

5.2.5.2.1.9
Impacts on existing interfaces

New procedures need to be supported with the Redirect method during roaming and Binding release scenarios for existing interfaces.
Binding Release – 

The redirect method does not address the release of binding information upon bearer release as it is not in the direct signaling path. Additional operations will be required for the existing interfaces.

Because the proxy agent will be in the direct signaling path, it can easily remove this information with no additional overhead. In case the client is configured to bypass the proxy DRA for subsequent connections a similar solution to the redirect DRA is required.

Summarizing the changes to different interfaces for each of the candidate solutions:

[RA]

· Client interfaces (Gx, Gxx, S9 and Rx) require re-use of  existing messages/procedures to release the Binding at the DRA.
[PA1]

· All messages are proxied through the DRA therefore no impact on the establishment, modification or termination of sessions.

 [PA2]

· Only the first establishment message routes via the DRA. Client interfaces (Gxx, S9, and Rx) require re-use of existing messages/procedures to release the Binding at the DRA.

*** End of Changes ***
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