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The following is a change request to the 3GPP TR 29.814 which is currently in draft form. Alcatel ask 3GPP TSG‑CT WG3 to approve corresponding changes to 3GPP TR 29.814. Alcatel draw CT3 attention to the need to freeze asap the design choices in the TR to allow further progress of the work and ensure its completion in the 3GPP Rel-7 timeframe.

The following changes are proposed :
· Homogenize the MUXID of the UDP port multiplex header with the MUXID of the  Multiplexing header with RTP header compression. It is preferable to have a common definition of the MUXID independently of whether RTP header is compressed or not. Furthermore, this allows to save one bit in the header which can be used for further extension.
· Keep encoding of the LI field on 1 byte : 

· Length of NB and WB-AMR RTP packets < 60 bytes

· Length of G.711 RTP packets : 

· 3GPP G711 packets : respectively 40/160 bytes for 5/20ms packetisation time
· VoIP G711 packets : RFC 3551 set default ptime to 20 ms for PCM (160 bytes of voice samples). Ptime up to 30ms can be accommodated with 256 max. length ; multiplexing presents very small interest for packets with packetisation timer > 20 ms. End to End delay much increased for too high packetisation time, degraded speech quality.

· Better speech quality with AMR-WB than G.711

· Include the Source UDP port in the Multiplexing header to ensure RTPXtalk will never happen : 
· It can not be ensured that RTPXtalk will never happen even by careful MGW design, e.g. by proper management of IP resources (cyclic allocation rather than random allocation of terminations).

· MGW can not guarantee a minimal idle time before reallocating an RTP termination freshly released to a new RTP session in case of high load situation, unless rejecting calls and degrading MGW capacity.

· Filtering of RTP packets based on the source UDP port is a safe way to avoid RTPXtalk. It was for this reason specified in H.248.43.

· Activation of RTP header compression will not be possible in commercial networks if it entails risks of RTPXtalk. 
· Clarify the requirements related to Initiation phase with full RTP¨header : 

· Current text is rather vague as not defining when the initialisation shall be considered ended by the sender : " After initialization only compressed headers are sent unless information changes in the fields that are not sent within compressed header."  

· It is proposed to require that at least the first two RTP packets of each RTP session are sent with their full RTP header. Would the multiplexing be negotiated via RTCP, RTP packets would also at least be sent with their full RTP header till getting the indication that RTP compression is supported by the remote MGW.
· To make the solution work for VoIP networks using RTP framing – which is a scenario of particular importance for 3GPP Rel-7 with the definition of 3GPP SIP-I based Nc -  : 

· The compressed RTP header shall also contain the M bit and the Payload Type. The M bit (Marker bit) is used in VoIP context when talk spurt resumes after silence, or for DTMF digits (RFC 2833). No other field of the RTP header is required otherwise. 

· Neither the Marker bit nor the Payload Type are needed for Nb IP bearers. It is therefore proposed to define 2 different multiplexer header when RTP compression is used, one format optimized for NbFP transport (with Sequence Number, Timestamp)  and one format required for VoIP using RTP framing (with Sequence Number, Timestamp, M bit, Payload Type). If one single format was preferred for the sake of simplicity, the format proposed for VoIP transport should be kept.
· No bit is required to identify the format of the multiplexing header (VoIP, NbFP), as this shall be derived from the call context informations. 

· Keep use of 2 separate UDP ports for multiplexed flows with and without RTP header compression, keep the ports numbers already agreed (2002, 2004).

· Signalling extensions to negotiate use of multiplexing & RTP header compression : it is proposed to adopt the RTCP approach with the following comments : 
· RTCP is the only bearer signalling protocol applicable in all scenarios of interest, including a SIP-I based 3GPP Cs domain, and the Iu interface.  Though its use is being optional for NbFP transport, it is a protocol commonly and widely used for IP transport. It is recommended as per IETF RFC 3550. Furthermore, it is the most natural protocol to negotiate multiplexing as closely associated to RTP/IP transport, contrarily to the IuFP approach.
· There would be very little gain to negotiate the local UDP port number where to receive multiplexed packets. This would on the other hand complexify MGW implementations (need to store the remote multiplexed UDP port per RTP session). It is proposed to stick to the principle that predefined UDP ports 2002 & 2004 are used for multiplexing with or without RTP header compression.
· RTCP packet interval : as per RFC 3550, intervals between RTCP packets may be quite large. 
section 6.2: " the recommended value for the reduced minimum in seconds is 360 divided by the session bandwidth in kilobits / second"

"the recommended value for a fixed minimum interval is 5 seconds"

          This would lead to a mean delay of 12 secondes for an AMR RTP 

session, including all overhead (360 / 30 = 12 secondes).

However RFC 3550, section 6.2 authorizes to send a RTCP packet at the very beginning of the RTP session. 
" for unicast sessions,  ... the delay before sending the initial compound RTCP packet MAY be zero"

To preserve the multiplexing efficiency, it should be recommended that MGWs send their very first RTCP packet at the very beginning of the RTP session if wishing to activate multiplexing with or w/o RTP header compression.
· The RTCP negotiation procedure currently proposed requires that a MGW which receives a RTCP packet indicating support of multiplexing/RTP header compression acknowledges its decision to apply multiplexing in the subsequent RTCP packet it sends. As per RFC 3550, RTCP packets are completely decoupled / independent of each others between both directions. Therefore receipt of the acknowledgement could come late (cf RTCP interval above). A MGW should therefore be allowed to use multiplexing and RTP header compression as soon as it receives an RTCP packet indicating the support of those features. I.e. a MGW shall be ready to receive multiplexed packets as soon as it has indicated support of multiplexing via RTCP. Each MGW would send their RTCP packets at the very beginning of the RTP session, independently of each other.  
· With the above rules, the efficiency of RTCP multiplexing is preserved intact (RTCP packet received in 100ms out of a mean call holding time of 100 to 120 seconds). 

RTCP packets are not preserved against loss. The loss of 1 RTCP packet would delay the possibility to use multiplexing till the next emission of the RTCP packet (till 5 to 12 seconds). Assuming a 1% packet loss in the IP network, an RTCP packet interval of 10s and mean call holding time of 100s, this would entail a gain reduction of 0,1%.
The corresponding changes are reflected further down.
5
Transport Format
5.1
Proposed Format(s)

5.1.1
UDP Port Multiplex Header
This is a new multiplexing method designed for CS traffic transported over IP in a 3GPP UMTS network over Nb-interface between MGWs or over Iu-interface between an RNC and MGW. The method introduces a multiplexing header, which identifies every multiplexed packet. The traffic is assumed to be real-time and the DiffServ class is then the same for all packets. 
Multiplexing can be performed for all packets heading to the same IP address and this particular method can be used for all UDP traffic as long as they share the same DiffServ class. The multiplexing is intended to be used only with RTP packets. 

RTCP is transported normally by IP/UDP packets. 
The UDP port alone is not enough since it does not indicate where the next multiplexed packet starts (AMR or PCM may be used with different lengths). A length indicator (LI) field is thus included in the multiplexing header. The proposed multiplexing header is illustrated in Figure 1
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Figure 1: 
Multiplexing header
The multiplexing header includes

- 
R bits, reserved for future extensions.
-
Mux ID, 15 bits. 
For identification of different connections. Value is the same as the UDP destination port of a non-multiplexed packet divided by two (only even numbered ports are used for RTP sessions). 
-
Length Indicator (LI), 8 bits.
Gives the length of the multiplexed RTP packet in bytes (header + payload). Maximum length is 256 bytes (requires padding if last byte is not full). E.g. the payload of AMR 12.2 is only 31 bytes but for future use 8-bit LI may be useful (combined payload of four 5 ms PCM samples resulting in 160 bytes has been proposed). LI gives the information where the next multiplexed packet starts.
-
Source ID, 15 bits.
For identification of the different connections. Value is the same as the source UDP port of a non-multiplexed packet divided by two (only even numbered ports are used for RTP sessions). Required to be transferred to allow the receiving node to detect and filter illegitimate packets (e.g. packets received from the peer termination precedingly associated to the receiving termination).


The multiplexing can be performed either with common IP/UDP/RTP or IP/UDP header. For voice traffic in a 3GPP network the RTP information is essential and it is thus suggested that entire RTP frames are multiplexed and they together share a common IP/UDP header in Nb- and Iu-interfaces (Figure2. If the packets shared a common IP/UDP/RTP header the bandwidth savings would naturally be greater and it could be used in some special cases where individual RTP information is not needed.
The multiplexing method does not limit the number of packets being multiplexed and it is thus the data link layer protocol that defines the maximum frame size. E.g. an IP datagram has a maximum length of 65535 bytes and Ethernet 1518 bytes. In order to avoid additional delay in the network the packets should not be delayed more than 1-2ms, which also effectively limits the number of multiplexed packets and makes the multiplexing-jitter low. The time frame should still be enough to gather several packets.
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Figure 2: 
Example of multiplexed packet with two RTP frames
Editor's Note: Figure to be updated to modify the MUX length from 3 to 5 bytes and to show the Source UDP port.
5.1.2
RTP Header Reduction


5.1.2.1
RTP Header Reduction for NbFP transport
In 3GPP NbFP there is only one Payload Type and so this sub-clause applies specifically for NbFP transport within 3GPP circuit-switched core networks. 
For NbFP transport, to achieve even better bandwidth savings the RTP header can be compressed. This is possible since RTP header includes many static fields that remain unchanged during an RTP session. Compression shall be an optional feature that must be negotiated between nodes. A connection that has negotiated to use RTP header compression sends all packets into the UDP port 2004, which is used in the same way as port 2002 in normal multiplexing. The multiplexing header for these packets is illustrated in Figure 3

In compression there is always an initialization phase first where the full header is transferred to receiver and the type field makes it possible to send also non-compressed packets (also sent to the port 2004). The full header is stored and it is used in decompression. After initialization only compressed headers are sent unless information changes in the fields that are not sent within compressed header. For each RTP session, at least the first two RTP packets shall be sent with their full RTP header. 

Editor's Note: If use of multiplexing and RTP header compression is negotiated via RTCP, RTP packets shall also be sent with their full RTP header at least till receipt of a RTCP packet from the peer indicating support of RTP header compression.
The proposed multiplexing and compression RTP headers for NbFP transport are illustrated in Figure 3.
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Figure 3: 
Multiplexing and Compressed RTP header for NbFP transport



The multiplexing header includes:
-
Type field (T), 1 bit.
The field has two possible states, 0 for indicating full packet and 1 for indicating compressed packet.

-
MUX ID, 15 bits.
For identification of different connections. Value is the same as the UDP destination port of a non-multiplexed packet divided by two (only even numbered ports are used for RTP sessions).

-
Length Indicator (LI), 8 bits.
Gives the length of the multiplexed RTP packet in bytes (header + payload).
-
Source ID, 15 bits.
For identification of the different connections. Value is the same as the source UDP port of a non-multiplexed packet divided by two (only even numbered ports are used for RTP sessions).
- 
R bit, reserved for future extension.

The proposed compressed RTP header includes the following two fields that change during a connection and need to be transferred within each packet : 



-
Sequence number (SN), 8 bits.
The field changes as the original sequence number (RFC3550) but is shortened from 16 bits to 8 bits (256 packets).
-
Timestamp (TS), 16 bits.
The TS field changes as the original timestamp (RFC3550) but the length is half of the original resulting in modulo of 4 seconds with 16 kHz clock reference.
In case some other field (e.g. payload type) changes during a connection, a full RTP header is sent and the header information is updated accordingly at the receiving node.
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Figure 5: 
Example of multiplexed packet with two RTP frames and compressed RTP headers
Editor's Note: Figure to be updated to modify the MUX length from 3 to 5 bytes.
5.1.2.2
RTP Header Reduction for VoIP transport with RTP framing

The principles specified in sub-clause 5.1.2.1 are re-used for VoIP transport with RTP framing. However in the more general case of non-NbFP payload types, e.g. standard VoIP bearers or other interfaces such as Iu,, the proposed RTP header shall also contain the following fields that change during a connection and need to be transferred within each packet : 
· Marker Bit (M), 1 bit. 
Used in VoIP context when talk spurt resumes after silence, or for DTMF digits (RFC 2833). 
· Payload Type (PT), 7 bits
Identifies the format of the RTP payload.
No other field of the RTP header needs to be transferred otherwise in the compressed RTP header.
Figure x illustrates the proposed format of the multiplexing and compression RTP headers for VoIP transport with RTP framing.
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Figure x : 
Compressed RTP header for VoIP transport
5.2
Evaluation of Multiplexing Efficiency
Editor's Note: Bandwith gains figures to be updated to take into account the changes of transport format.
5.2.1
Efficiency of UDP Port Multiplexing
The bandwidth decreases in different cases are illustrated in Table 2. In PoS cases the network is assumed to use double MPLS framing (VPN and traffic type differentiation) and Ethernet is assumed to use VLAN tag.
Table 2:
Bandwidths with AMR12.2 (60% activity factor) without and with multiplexing (2 or 10 RTP frames, common IP/UDP header)
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5.2.2
Efficiency of RTP Header Compression

The bandwidth decreases with the same assumptions as in the normal case are shown in Table 3.
Table 3:  
Bandwidths with AMR12.2 (60% activity factor) without and with multiplexing (2 or 10 RTP frames, common IP/UDP header) with compressed RTP header
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7.3
Multiplex negotiation using RTCP 

According to 3GPP TS 29.414 [1] and 3GPP TS 25.414 [3], RTCP [4] may be used at the Nb interface with BICC signalling and the Iu interface. The usage of RTCP is optional on the NB interface and otherwise recommended according to IETF RFC 3550 [4]. Thus, RTCP is the only bearer signalling protocol applicable in all scenarios of interest, including a SIP-I based 3GPP Cs domain, and the Iu interface. For host supporting multiplexing, the usage of RTCP would need to be mandated.

RTCP allows for the addition of application specific new packet types, which might be defined by 3GPP and need IANA registration.

The application specific RTCP packets may be added to compond RTCP packets transferred within RTCP messages. 

The following contents of a new "Multiplexing" RTCP packet are proposed:

-
Indication if multiplexing is supported

-
 Indication if multiplexing is selected


The details of the encoding are ffs.

The following procedure is proposed:

When setting up a new user plane connection, both MGWs start to send data without applying multiplexing and indicate their readiness to send and receive multiplexed data streams by including the new "Multiplexing" RTCP package in the initial and all subsequent RTCP packets they send. MGWs should preferably send their initial RTCP packet at the very beginning of the RTP session to be able to apply multiplexing as soon as possible. 
A MGW receiving an RTCP packet, where the peer indicated the readiness to send and receive multiplexed data streams, may decide to immediately apply multiplexing to send the corresponding RTP data streams towards the sender of the RTCP packet. 
A MGW that does not receive RTCP or receives RTCP without the "Multiplexing" package shall continue to send data for the user connection without applying multiplexing.

A MGW that does not support multiplexing will ignore the unknown received RTCP "Multiplexing" package according to RTCP procedures and continue to send data for the user connection without applying multiplexing.

The proposed procedures therefore enable smooth interoperations with hosts that do not sent RTCP or do no support multiplexing.

Some negative aspects of this proposl are that user connections are transported without multiplexing until the first RTCP package are received, the total multiplexing gain will be reduced by the time the user connection is applied without multiplexing ; however, the reduction of the multiplexing gain is marginal if MGWs send their initial RTCP packet at the very beginning of the RTP session. Also it requires conditional support of RTCP in addition to the MUX feature for nodes that may not previously support RTCP ; however RTCP is a protocol commonly and widely used together with RTP transport, recommended as per IETF RFC 3550, and that may also be used to compute quality statistics of the IP network.
8
Summary of Conclusions
The TR defines a solution allowing to achieve significant bandwidth reductions in an IP network by multiplexing packets with the same destination address and DiffServ class, while taking care to preserve the capability to avoid RTPXtalk situations. Extra bandwidth reduction can further be obtained by supporting RTP header compression.

Two formats of compressed RTP headers have been defined for NbFP transport and VoIP transport with RTP framing. The transport formats specified in subclause 5 are agreed to be supported within the scope of 3GPP Rel-7 work.
For being the only bearer signalling protocol applicable in all scenarios of interest, including a SIP-I based 3GPP Cs domain, and the Iu interface, and a protocol widely used in conjunction with RTP transport, RTCP is agreed to be retained for negotiation of multiplexing and RTP header compression. By recommending MGWs to send their initial RTCP packet at the very beginning of the RTP session, its use does not entail bandwidth gains reduction.  
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