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1. Introduction
The present P-CR contains a proposal for clause 5.1.3 (Evaluation of alternative 1) of TR 23.712.
This P-CR is a revision of C1-150801 which was postponed from CT1#90.
2. Reason for Change
New text.
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.712 v0.1.0.
* * * First Change * * * *

5.1.3
Alternative evaluation
5.1.3.1
Limited reporting times, and not always source of reliable information of the broadcast status at eNodeB 
The reporting mechanism introduced in release 12 allows the CBC to get reports about whether a Write-Replace Warning Request or Kill Request was successful or not, i.e. reports before the eNodeB initiates the broadcast of the Warning message and after the Warning message is cancelled in the eNodeB. It doesn’t provide mechanism for the CBC to:

1.
Request broadcast status information in the eNodeB while the broadcast is still going on, i.e. any time between the first and the last repetition of the warning message. Having this capability is important for the operators in case there is a need to check the broadcast status at an eNodeB before expiration of a Warning message that lasts for many hours.  

2.
Receive a broadcast status report if the Warning message expires on its own, i.e. the Warning message doesn’t get cancelled. For example, CMAS alerts can last up to 24 hours and expire on their own. With the existing reporting, if the Warning message doesn’t get cancelled before its expiration time, the CBC cannot receive information from eNodeBs about the total number of broadcasts completed by an eNodeB after alert expiration.  

Furthermore, with the existing solution the broadcast status report the CBC receives from the MME in the Write-Replace Warning Indication message at the start of the Warning message broadcast doesn’t provide 100% reliable information on the Warning message broadcast status at the eNodeB. This is because the Write-Replace Warning Indication message doesn’t report whether the first broadcast repetition is successful in the cells of the eNodeB. It only tells the CBC which eNodeB cells were available at the moment when the eNodeB has received the Write-Replace Warning Request, i.e. before the eNodeB has attempted to initiate the Warning message broadcast. A cell may possibly be available at the time of the Write-Replace Warning Request Message reception at the eNodeB and become unavailable right after and hence fails the first repetition of the Warning message broadcast. 
Requirement 1 (see clause 4) is not fulfilled.
5.1.3.2
Missing failure cause when scheduling, broadcast or cancelling of broadcast fails
The Broadcast Completed Area List and Broadcast Cancelled Area List do not provide information about the failure cause when a Write-Replace Warning Request or Stop Request fails in some cells of the Warning Area. This may lead the CBC to repeat unnecessarily a Write-Replace Warning Request or Stop Warning Request procedure for the unsuccessful cells, e.g. when it detects that some cells were not reported in the Write Replace Warning Indication message. Repeating the request would yield the same unsuccessful outcome if e.g. the unsuccessful cells were not available for PWS. Repeating the Write-Replace Warning Request (possibly via an alternative MME) could be helpful though if the previous Write-Replace Warning Request failed due to e.g. an M3AP path failure. The failure cause could thus help the CBC to decide whether to re-attempt an unsuccessful request or not.

Likewise, the CBC operators should be able to collect the failure reasons when warning messages are not successfully broadcast in some cells. 

It would make performance reports that the CBC would generate periodically more useful. Depending on the cause of the failure the operator may develop different action plans to fix/mitigate the failure. For examples, some cells may fail because the Warning Message Delivery feature got disabled, or there might be capacity issues at the eNodeB or on the radio interface etc., or the cell could simply be out of service etc.
Requirement 2 (see clause 4) is not fulfilled.
