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1. Introduction

This contribution discusses the current handling logic for processing access request at the MSC, and identifies the issues related to abnormal case handling cases. Proposals to address these issues are presented.  

2. Discussion
Spec 23.018 Figure 7a-c Procedure Process_Access_Request_MSC specifies the SDL handling logic at the MSC when receiving access request from the MS/UE.
Figure 7b PAR_MSC2 SDL shows the possible events and handlings when the state is Wait_For_PAR_Result and Wait_For_TMSI_Reallocation. 

In Wait_For_PAR_Result state, 3 possible responses could come from the VLR:

S1.a) Process Access Request Ack (PAR_ACK);

S1.b) Process Access Request Negative Responses;

S1.c) Abort;
For case S1.a), further handling flow will depends on whether ciphering is required. If ciphering is required or if the access request is page response for MT call, then ciphering/security procedure will be started. Otherwise, CM Service Accept message will be sent to the MS.  In either case, the process goes to "Wait_For_TMSI_Reallocation" state. 
For S1.b) and S1.c), if the access request is for MT call, then "Release transaction" message will be sent to the MS. Otherwise, the negative response is mapped to reject cause, and "CM Service Reject" message will be sent to the MS.
Then in Wait_For_TMSI_Reallocation state, the following sequences could happen:

S2.a) TMSI reallocation related responses from the VLR: Use existing TMSI or Forward new TMSI

S2.b) IMSI checking related request from the VLR: Provide or Check IMEI;
S2.c) Abort from the VLR;
S2.d) CM Service Abort from the MS.
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Figure 7b: Procedure Process_Access_Request_MSC (sheet 2)

There are a few issues with the SDL handling above:
1). Receiving CM service reject after the MS in “CM connection active” state 

Following S1.a), state “Wait_For_TMSI_Reallocation” is entered, the network has either sent “CM Service Accept” message to the MS or has started security procedure.

Also according to 24.008, both ciphering/security mode procedure and reception of CM Service Accept can be used as indication of CM service acceptance.  After that, the MS goes to “MM connection active” state.
However, the SDL shows that in case of S2.c), if the MSC receives “Abort” from the VLR, “CM Service Reject” will be sent to the UE, even though the MS has already entered “MM connection active” state and CM Service Accept may have already been sent to the MS.

Note that 24.008 specifies that “the network returns CM Service Reject if the service request cannot be accepted” during CM service request processing. But it does not say whether CM Service Reject can be sent after the service request is accepted or Ciphering/Security procedure started.
If the service request cannot be accepted, the network returns a CM SERVICE REJECT message to the mobile station.

Questions: 

Q1.1) Is it a valid case for the MS to receive CM Service Reject after the CM service acceptance when the MS in “CM connection active” state (and after having possibly received CM Service Accept already)?  Can the MS accept CM Service Reject in this case?  

Q1.2) If answer to above question is no, then what will the MS do?  Simply ignore it or send status message?  Is there any general handling/treatment when UE receives “CM Service Reject” (regardless of state)?
Discussion:

It would be strange for the MS to receive CM Service Reject after having possibly received CM Service Accept.

On the other hand, one might argue that this case is valid given that the processing for CM service request has not finished (still within the process_access_request procedure). If abnormal case happens (for example, receiving Abort from the VLR), so CM service reject can still be applicable. 
The handling at the MS needs to be included in the consideration. For above questions, if the MS could not handle CM service Reject properly (for example, the MS ignores the CM Service Reject or send MM status message), then the MSC should not send CM Service Reject. 
Proposals:

P1.1) It is proposed to make a handling decision on this based on UE vendor implementation and preference. If it is considered wrong or not preferred to send CM Service Reject in this case, then the above SDL needs to be changed to use other means of NACK to the UE.

2). CM Service Reject Vs. Abort Procedure
Besides CM service reject, 24.008 provide another mechanism to abort the MM connection via Abort Procedure. 

· CM Service Reject is tied to CM Service Request (MO scenario, not MT), it provides indication on reject causes for CM Service Request.
If the service request cannot be accepted, the network returns a CM SERVICE REJECT message to the mobile station.

The reject cause information element (see subclause 10.5.3.6 and annex G) indicates the reason for rejection. The following cause values may apply:

#4:

IMSI unknown in VLR

#6:

Illegal ME

#17:
Network failure
#22:
Congestion

#25
Not authorized for this CSG

#32:
Service option not supported

#33:
Requested service option not subscribed

#34:
Service option temporarily out of order

· Abort is a more general mechanism for handling irrecoverable error affecting all connections of the MS in general. it appears that MO access specific error code are not listed under Abort (like CSG not authorized or service option not supported):
4.3.5
Abort procedure

The abort procedure may be invoked by the network to abort any on-going MM connection establishment or already established MM connection. The mobile station shall treat ABORT message as compatible with current protocol state only if it is received when at least one MM connection exists or an MM connection is being established.

4.3.5.1
Abort procedure initiation by the network

The abort procedure consists only of the ABORT message sent from the network to the mobile station. Before the sending of the ABORT message the network shall locally release any ongoing MM connection. After the sending the network may start the normal RR connection release procedure.

The Cause information element indicates the reason for the abortion. The following cause values may apply:

# 6:
Illegal ME

#17:
Network failure
The mobile station shall then wait for the network to release the RR connection - see subclause 4.5.3.1.
· On the MS side, there is handling difference when receiving Abort vs receiving CM Service Reject according to 24.008:

· For Abort, the MS shall release ALL MM connections:
At the receipt of the ABORT message the mobile station shall abort any MM connection establishment or call re-establishment procedure and release all MM connections (if any). 
 

· For CM Service Reject, handling action is based on cause values. In most cases, the MS only release this MM connection being requested (including for CV #111):

If no other MM connection is active, the network may start the RR connection release (see subclause 3.5 of 3GPP TS 44.018 [84] (A/Gb mode only), 3GPP TS 25.331 [23c] (UTRAN Iu mode only), or in 3GPP TS 44.118 [111] (GERAN Iu mode only) when the CM SERVICE REJECT message is sent.

-
If the cause value is not #4 or #6 or #25 received from a CSG cell and the MS is in UTRAN Iu mode, the MM sublayer returns to the previous state (the state where the request was received). Other MM connections shall not be affected by the CM SERVICE REJECT message.

Questions: 

Q2.1) If answer to Q1.1) is no, then CM_Service Reject message should not be used.

Should the abnormal case handling for S2.c) be changed to sends Abort message to the MS (use Abort Procedure) instead? 
=> This way, Issue in 1) is avoided (UE receives CM service reject after the UE enters “CM connection active” state), in addition, the same handling can be applied to both MO and MT.

Discussions: 

· Use Abort Message: 

Based on current 24.008, the difference appears to be that CM Service Reject can be used to provide reject cause for various error conditions during access request, for example: congestion, CSG authorization, service option, etc.  On the other hand, Abort is used for abnormal cases in general procedures.

Currently in certain 23.018 procedures (not directly related to processing access request), Abort is used (the state is not limited to “MM connection active” => more general scenario).
Since state “Wait_For_TMSI_Reallocation” is entered after receiving the PAR_ACK from the VLR and when the network already provided CM service accept indication (via security procedure or via CM service accept message), it looks more appropriate to use Abort to handle further abnormal cases after CM service acceptance. 

· Missing Reject Causes in Abort message and related handling: 
Currently Abort only listed reject cause #6 and #18, and missed to specify handling for other possible causes. For example, it is possible that invalid message is received due to formatting or protocol errors:

#  95:
Semantically incorrect message

#  96:
Mandatory information element error

#  97:
Message type non-existent or not implemented

#  99:
Information element non-existent or not implemented

# 100:
Conditional IE error

# 111:
Protocol error, unspecified
· Abort message handling at the MS: 
It is specified currently that before the sending of the ABORT message, both the network and the MS shall release all ongoing MM connection:
Before the sending of the ABORT message the network shall locally release any ongoing MM connection.
…
At the receipt of the ABORT message the mobile station shall abort any MM connection establishment or call re-establishment procedure and release all MM connections (if any). 
 

Although this is needed for some reject causes, like #6 (illegal ME), this is seen as unnecessary for other reject causes. For example, the reject cause #111(protocol error unspecified) for a common MM procedure for a connection may not occur for a different connection, so it is not necessary to abort all connections.   Even for cause value #17 (Network failure), it can be argued that it is not necessary to abort all connections either. The network failure may occur at any time. If the VLR fails for the new CM service, the existing MM connections on the MSC can still continue.
Therefore the handling action for Abort message at the MS should be based on cause value, instead of always resulting in abortion of all MM connections.
· Abort message handling for Cause Value #6: 
MS handling for Abort cause code #6 (Illegall ME) is similar for the case when receiving CM Service Reject or Abort message, both will resulting in aborting the MM connection and cleaning up connection related resources). 
4.3.5.2
Abort procedure in the mobile station
At the receipt of the ABORT message the mobile station shall abort any MM connection establishment or call re-establishment procedure and release all MM connections (if any). If cause value #6 is received the mobile station shall delete any TMSI, LAI and ciphering key sequence number stored in the SIM/USIM, set the update status to ROAMING NOT ALLOWED (and store it in the SIM/USIM according to subclause 4.1.2.2) and consider the SIM/USIM invalid until switch off or the SIM/USIM is removed. As a consequence the mobile station enters state MM IDLE, substate NO IMSI after the release of the RR connection.
The mobile station shall then wait for the network to release the RR connection - see subclause 4.5.3.1.
However some actions specified in Abort procedure in the mobile station above are not specified in sequential order and confusing. This needs to be corrected:  

· it was specified that : “As a consequence the mobile station enters state MM IDLE, substate NO IMSI after the release of the RR connection”.

But the sentence to specify release of the RR connection is after the above sentence, result in possible confusion. 

· Also when the MS abort MM connection, it shall enter the MM state “WAIT FOR NETWORK COMMAND” first before going to MO_IDLE.

· Handling actions for Cause value #17: 

There does not appear to be clear handling actions specified for cause value #17 for both cases when the MS receives CM service reject or Abort. This needs to be clearly specified. 

For example, in CM Service Reject case, currently when MM connection managment is rejected due to "Network Failure" (#17) and if the MS is in UTRAN Iu mode, then handling is partially covered under the following clause:

-
If the cause value is not #4 or #6 or #25 received from a CSG cell and the MS is in UTRAN Iu mode, the MM sublayer returns to the previous state (the state where the request was received). Other MM connections shall not be affected by the CM SERVICE REJECT message.

However there is no handling actions for cause value #17 if the MS is in A/Gb mode (GERAN or UTRAN).  Also there does not appear to be any handling actions specified for cause value #17 for reject in call re-establishment procedure. This needs to be specified. 

It is proposed to add a separate bullet for handling related to #17 during CM connection management, Call re-establishment procedure and Abort procedure. 
1). For #17 handling in CM Service Reject:  the handling is same as the current CM Service Reject case for Iu mode, that is abortion applies to only current MM connection establishment or call re-establishment procedure and other MM connections not to be affected.
2). For #17 handling in Abort message, decision needs to be made on whether to abort only the current MM connection or to abort all MM connections.

24.008 Annex G.3 description on #17 seems to indicate that #17 Network failure may be returned due to failure from network protocol, therefore failure during one MM connection should not result in abortion of all MM connections:

...
Cause value = 17 Network failure


This cause is sent to the MS if the MSC cannot service an MS generated request because of PLMN failures, e.g. problems in MAP.
If the indication of #17 does not mean that CN has totally stopped working, then it seems that abortion of all connections is unnecessary. If the VLR fails for the new CM service, the existing MM connections on the MSC can still continue.  It may be beneficial to make #17 handling for Abort message similar to #17 handing for CM Service Reject message, i.e.  abortion applies to only current MM connection establishment or call re-establishment procedure and other MM connections not to be affected.
Proposals:

P2.1) Modify S2.c so that the network will send Abort message to the MS in case Abort is received from the VLR (change in 23.018).
P2.2) Correction to Abort Procedure (change in 24.008):

i. Add possible cause codes and handling related formatting and protocol errors (#95-111);

ii. Change the MS side handling for Abort message to be based on cause values. Not all reject causes result in abortion of all MM connections.

iii. Clarify handling logic for cause value #6 (Illegal ME)
P2.3) Specify handling logic for cause value #17 “Network Failure”  for CM Service Reject and Abort message at the MS (change in 24.008).

3). Abnormal case handling for MT call

For MT call, access request will be page response, so CM service request is not applicable. Therefore CM service reject should not be sent during abnormal case handling. However for S2.c) Abort from the VLR scenario, the current SDL handling shows CM service reject for both MO and MT cases. This is wrong and inconsistent with the handling for case S1.c) when Abort or PAR_NACK received from the VLR before PAR_ACK. In that case, CM service reject is only sent for MO. For MT, no CM service reject will be sent, just release transaction. 

Note that there is a mistake in the SDL S1.c): the question “CM Service type = Page Response” should be “Service type=Page Response”.
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Proposals: 

P3.1) It is proposed to align S2.c) handling with S1.c) to make MT abnormal case handling consistent (change to 23.018). 

P3.2) It is proposed to change checking “CM Service type = Page Response” to be “Service type=Page Response” (change to 23.018).
4). MM sublayer states in the mobile station
In 24.008 Figure 4.1a (Overview mobility management protocols/MS side), it is specified that the MS goes to MM connection active state (state 6) when “Ciphering started or CM service accept”.  In 23.018, similar state transition is shown that start of security procedures or CM service accept can be used as CM service acceptance.
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24.008 Figure 4.1a)                                                   23.018 Figure 7b)
However according to 24.008, in A/Gb mode, the service acceptance indication comes from the RR sublayer at the completion of the ciphering mode setting procedure: 

In A/Gb mode, an indication from the RR sublayer that the ciphering mode setting procedure is completed, or reception of a CM SERVICE ACCEPT message, shall be treated as a service acceptance indication by the mobile station.
Similarly for Iu mode, the service acceptance indication comes from the RR sublayer at the completion of the security mode control procedure: 

In Iu mode, an indication from the RR sublayer that the security mode control procedure is completed, or reception of a CM SERVICE ACCEPT message, shall be treated as a service acceptance indication by the mobile station. The procedures in subclause 4.1.1.1.1 shall always have precedence over this subclause.
The diagrams need to be updated to match to the above specification.

Proposals: 

P4.1) It is proposed to update/clarify the state transition trigger in Figure 4.1a. (change to 24.008). 

P4.2) It is proposed to update/clarify the SDL in Figure 7b when ciphering is required. (change to 23.018).

3. Conclusion

It is proposed that CT1 has further discussion on the related issues and proposals.  Corresponding CRs for 24.008 changes have been provided (C1-12xxxx, C1-12xxxx).  CR to 23.018 (CT4 spec) SDL will be provided in the next meeting once the handling principle in 24.008 is agreed.
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