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1. Introduction
In current TS 24.303, it is mentioned in section 4.3 that a UE is able to connect to multiple PDNs using multiple DSMIPv6 sessions (one per each PDN).  Likewise, based on TS 23.402 (section 4.12), it is possible for UE to be associated to multiple PDN-GWs (one per each PDN).  In host mobility management (DSMIP), each PDN-GW would function as a HA for the UE.  Hence, it is likely that the UE obtains a home address from each PDN-GW it is associated to.  With this, the UE might be able to create a loop amongst PDN-GWs by binding home addresses to each other.  One such possible scenario for the UE to be associated to multiple PDN-GWs is when the UE is located in a VPLMN and has an association to its HPLMN PDN-GW while also having a local breakout session with a VPLMN PDN-GW.

2. Reason for Change
Once the UE successfully creates the tunnel loop amongst the PDN-GWs, PDN-GWs will unknowingly forward the same packet among each other, thus consuming the resources of the PDN-GWs.  For example, when a first PDN-GW receives a packet to UE (from a CN), the PDN-GW searches the binding cache to find the relevant forwarding address to the UE.  In this case, the first PDN-GW encapsulates the packet and forwards it to an IP address managed by the second PDN-GW.  Now, at second PDN-GW, it searches the respective binding entry to understand that it has to forward the packet to an IP address managed by the first PDN-GW.  This continuous forwarding results in the packet looping between the PDN-GWs until the packet is dropped due to expire lifetime.  If launched in full scale (e.g. multiple sets of home addresses), this might 'shut down' the PDN-GWs and affect the network.
3. Conclusion



During the discussion in the CT1-55 bis meeting, it appears that the outcome of the tunnel loop problem would appear on most network architectures that employs DSMIPv6.  Due to the general impacts to the PDN-GW (e.g. flooding packets to the PDN-GW), it is argued that most entities would employ some meants to mitigate the problem (e.g. rate limiter, dropping of packet).  However, it was made known that the IETF has documented such tunnel loop problem in draft-haddad-mext-mip6-residual-threats-02.  There is ongoing discussion in IETF on proposing a solution to the tunnel loop problem and there is a possibility to adopt and IETF solution for 3GPP.
4. Proposal
It is proposed to agree the following changes to 3GPP TS 24.303.

* * * First Change * * * *
4.3
Multiple PDN connectivity

This specification supports multiple PDN connectivity. The UE can connect to multiple PDNs using multiple DSMIPv6 sessions, one per each PDN the UE is connected to. 

NOTE: When UE is associated to multiple PDNs, it is possible for the UE to create a tunnel loop amongst the HAs by binding home addresses to each other.  This results in the possibility of HA being flooded with packets.  Packet flooding is not specific to DSMIPv6 and there exist current implementations to deal with the packet flooding issue.  As for the formation of tunnel loop, the solution to solve it in this current specification (Rel 8) is implementation specific until a standardized solution emerges.
The procedures described in clause 5 shall be interpreted as procedures which are executed per each PDN the UE is connected to. This implies that: 

· For the initial attach to any PDN, the UE shall perform a Home Agent address discovery (subclause 5.1.2.1), a security association establishment via IKEv2, including the EAP-AKA authentication and the IPv6 Home Network Prefix  (subclause 5.1.2.2), and the initial binding registration (subclause 5.1.2.4). 

· For a handover, the UE shall send a Binding Update per each PDN, following the procedure described in subclause 5.2.2.

· The re-registration procedure shall be performed for each PDN connection separately as described in subcaluse 5.3.2.

· The detach procedure shall be perfomed per each PDN separately following the procedure described in subclause 5.4.2. 
* * * End of First Change * * * *
