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1. Introduction 

The aim of this document is to show the benefits of reduced NAS message overhead for sending data over NAS, and to address some of the comments received on the proposal in C1-193190 (from CT1 meeting #117).

2. Discussion 

This section will start with a comparison of the size of the CONTROL PLANE SERVICE REQUEST (CPSR) in EPS and in 5GS as proposed in C1-193190 and C1-193796 (also from CT1 meeting #117). The impacts of the message size on power consumption will then be discussed. Lastly, the document addresses some of the claims about “complexity” regarding C1-193190.
2.1 Comparison of the CPSR message size in EPS vs 5GS
In general, the NAS signalling for 5G CIoT should be designed with more efficiency whenever possible as compared to its counterpart in EPS. A comparison of the proposals C1-193190 (from Qualcomm & al., hereafter referred to as option 1) and C1-193796 (from Nokia & al., hereafter referred to as option 2) against the CPSR message size in EPS would give a good indication of how efficient the NAS signalling for data over NAS is in 5GS. It would surely be desired that the signalling in 5GS is more efficient so that the overall performance, considering the UE power consumption (to be discussed), motivates the use of the 5GCN for CIoT given the RAT is the same.

To this end, the table below compares the size of the security protected NAS message with CPSR in EPS, in 5GS with option 1, and in 5GS with option 2. The same data size is assumed in all cases and the comparison hence focuses on the NAS message header only. (The detailed analysis leading to Table 1 below can be found in the Appendix.)
Table 1: Size of a security protected NAS message carrying a CPSR in EPS vs 5GS

	Case 
	CPSR in EPS -

Total size in octets
	CPSR in 5GS with Option 1 – 

Total size in octets
	CPSR in 5GS with Option 2 – 

Total size in octets

	CPSR (no RAI, no EPS bearer/PDU session status)
	17
	16
	20

	CPSR with RAI
	18
	16
	21

	CPSR with EPS bearer/PDU session status
	21
	18
	24

	CPSR with RAI & EPS bearer/PDU session status
	22
	18
	25


Observation 1: with option 1, the NAS message size is always smaller than that in EPS. The range of the reduced size is 1-4 octets depending on the case.

Observation 2: with option 2, the NAS message size is always larger than that in EPS. Regardless of the case, option 2 adds 3 octets compared to EPS.

Observation 3: option 1 always saves at least 4 octets as compared to option 2, with a saving of up to 7 octets depending on the case. 

From the above, it is evident that using a CPSR message as defined in option 1 results in a more efficient NAS message size than option 2 and the current CPSR message in EPS. In a system that is targeted to be more optimized than EPS, especially for IoT devices, it would be counterproductive to use a CPSR message in 5GS with a larger size than that in EPS.

Proposal 1: the CPSR message size in 5GS should not be made larger than that in EPS. 

2.2 Impacts of increased NAS message size on power consumption
During the previous discussion, some questions were raised about the impacts of extra 4-7 octets on power consumption. This section aims to shed some light on this aspect by analysing how many lower layer transmissions will be needed for these extra octets.

The main argument of the proposal in option 1 is that the design of CPSR should consider NB-IoT devices in bad(/extended) coverage areas to avoid a negative impact on UE power consumption as will be discussed next i.e. the signalling should consider worst case scenarios.

The following table shows the transport block size (TBS) for UL transmissions and the required number of subframes (SFs) per TBS from TS 36.213. Note that the table below (except the right side) is derived from Table 16.5.1.2-2 in TS 36.213, where:

· The index IRU, i.e. top row of Table 16.5.1.2-2, has been replaced by the number of SFs (NSF) based on the mapping of IRU to NRU in Table 16.5.1.1-2, noting that the number of resource units NRU is the number of SFs in the time domain
· The index ITBS i.e. leftmost column of Table 16.5.1.2-2, has been replaced by the modulation and coding scheme (MCS) based on the following from section 16.5.1.2 - “The UE shall use (
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Table 2: Number of SFs required to transmit a stream of bits for different MCS



	
	1
	2
	3
	4
	5
	6
	8
	10
	
	NSF4
	NSF5
	NSF6
	NSF7

	0
	16
	32
	56
	88
	120
	152
	208
	256
	
	2
	3
	3
	3

	1
	24
	56
	88
	144
	176
	208
	256
	344
	
	2
	2
	2
	2

	2
	32
	72
	144
	176
	208
	256
	328
	424
	
	1
	2
	2
	2

	3
	40
	104
	176
	208
	256
	328
	440
	568
	
	1
	1
	2
	2

	4
	56
	120
	208
	256
	328
	408
	552
	680
	
	1
	1
	1
	1

	5
	72
	144
	224
	328
	424
	504
	680
	872
	
	
	
	
	

	6
	88
	176
	256
	392
	504
	600
	808
	1000
	
	
	
	
	

	7
	104
	224
	328
	472
	584
	712
	1000
	1224
	
	
	
	
	

	8
	120
	256
	392
	536
	680
	808
	1096 
	1384 
	
	
	
	
	

	9
	136
	296
	456
	616
	776
	936
	1256 
	1544 
	
	
	
	
	

	10
	144
	328
	504
	680
	872
	1000
	1384 
	1736 
	
	
	
	
	

	11
	176
	376
	584
	776
	1000
	1192
	1608 
	2024 
	
	
	
	
	

	12
	208
	440
	680
	1000
	1128
	1352 
	1800 
	2280 
	
	
	
	
	

	13 
	224 
	488 
	744 
	1032
	1256 
	1544 
	2024 
	2536 
	
	
	
	
	


The interpretation of the entries on the left side of the table above (i.e. for NFS 1 to 10) is as follows. To send say 56 bits of data using an MCS of say 0, the UE needs to transmit in 3 SFs (NFS = 3). Or if the MCS is say 1, the UE would need to transmit in 2 SFs to send the 56 bits.

With option 1, the UE saves 4 to 7 octets depending on the case. Now looking at the table above, one can determine how many additional SFs are required to transmit the extra 4 octets (32 bits), 5 octets (40 bits), 6 octets (48 bits), or 7 octets (56 bits) for different MCS values. The entries on the right side of the table show the number of SF required for sending an additional 4 to 7 octets, where x in NSFX refers to the additional number of x octets that are required by option 2 for CPSR.

It is important to note that, in general, under bad coverage conditions the RAN schedules uplink transmissions with low MCS values for the UE. Hence, this analysis focuses on MCS values between 0 to 4. The table below shows the number of SFs required to send additional 4 to 7 octets for low MCS values.

Table 3: Number of additional SFs required to Tx 4 to 7 octets with option 2 (for CPSR)

	MCS
	NSF4
	NSF5
	NSF6
	NSF7

	0
	2
	3
	3
	3

	1
	2
	2
	2
	2

	2
	1
	2
	2
	2

	3
	1
	1
	2
	2

	4
	1
	1
	1
	1


Observation 4: with option 2, when the MCS value is 0 or 1 (usually used in bad coverage scenarios), the UE requires 2 additional SFs (i.e. 2 additional transmissions) for additional 4 octets from the NAS. 

Observation 5: with option 2, when the MCS value is 0 (usually used in bad coverage scenarios), the UE requires 3 additional SFs (i.e. 3 additional transmissions) for an additional 5 (or 6, or 7) octets.

Observation 6: with option 2, for an MCS value of 4 there is always an additional SF (i.e. 1 additional transmission) that is required.

The observations above do not consider all the variables that affect UL transmissions. One more important aspect that should be noted is the number of repeated uplink transmissions that the UE needs to perform as indicated by the RAN. Table 4 below, which corresponds to Table 16.5.1.1-3 in TS 36.213 shows the number of possible repetitions that the UE can be scheduled to perform:

Table 4: Number of repetitions (
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	0
	1

	1
	2

	2
	4

	3
	8

	4
	16

	5
	32

	6
	64

	7
	128


Generally, under bad coverages, the number of repetitions NRep is expected to increase, and this needs to be considered for the additional octets that are required with option 2 for CPSR. Thus, if NRep is set to 128 (i.e. IRep is 7), the UE will need to repeat each transmission 128 times.

Regarding option 2, this means the number of actual transmissions that would be required for 4-7 additional octets are as shown in Table 5 below (i.e. multiplying the entries in Table 4 by 128).

Table 5: Number of additional SFs required to transmit 4 to 7 octets with option 2 (for CPSR) for NRep = 128

	MCS
	NSF4
	NSF5
	NSF6
	NSF7

	0
	256
	384
	384
	384

	1
	256
	256
	256
	256

	2
	128
	256
	256
	256

	3
	128
	128
	256
	256

	4
	128
	128
	128
	128


Observation 7: for an additional 4 octets (no RAI, no PDU session status), the UE performs a total of 256 transmissions when the RAN indicates NRep = 128 and the MCS is either 0 or 1.

Observation 8: for an additional 4 octets (no RAI, no PDU session status), the UE performs a total of 128 transmissions when the RAN indicates NRep = 128 and the MCS is either 2, 3, or 4.

The analysis above clearly shows that having at least 4 additional octets, or 7 octets in some cases, with option 2 for CPSR is not to be naively dismissed or neglected. Bad coverages can lead to a very high number of repeated transmissions in the lower layers, thereby increasing power consumption since the power consumed is proportional to the number of transmissions performed by the UE.

Observation 9: with option 2, the additional 4-7 octets can lead to a very high number of repeated transmissions. As the UE power consumption is proportional to the number of transmissions, option 2 is not an efficient choice for CPSR encoding.

Proposal 2: due to the signalling inefficiency of option 2 and its negative impact on UE power consumption, the definition of the CPSR message based on option 2 should not be pursued. For 5GS, option 1 should be pursued due to its efficiency in reducing NAS message overhead and power consumption.
2.3 Other discussions on the use of CPSR based on option 1
There have been a few technically incorrect statements made against option 1 and a claim about “complexity” that is also invalid. This section attempts to analyze these aspects although they have already been addressed earlier.

2.3.1 Having the PDU session ID and the data in the same Data over NAS IE 
It has been incorrectly stated that the solution based on option 1 implies that the AMF “looks into” the data that is received in the Data over NAS IE which also contains the PDU session ID. Furthermore, it was stated that this “increases the complexity” in the AMF.

Recap of stage 2 requirements: the UE sends the PDU session ID and the data to the AMF in a ciphered manner, and the AMF forwards the PDU session ID and data to the SMF.

Both option 1 and option 2 have the same handling in the AMF with respect to forwarding the information to the SMF. The only difference between option 1 and option 2 is how to locate the PDU session ID and the data in the NAS message as presented below.

Table 6: Determining the necessary information in a CPSR message at the AMF: option 1 vs option 2
	Type of information
	Option 1 – how to locate the information
	Option 2 – how to locate the information

	PDU session ID
	Pre-determined to be in octet 5 of the Data over NAS IE
	The AMF needs to:

1) identify the PDU session ID IEI
2) fetch the PDU session ID in the subsequent octet of the PDU session ID IE

	Data
	Pre-determined to start from octet 6 to octet m
	1) identify the Payload container IEI
2) fetch the data from the same IE


Observation 10: the only difference between option 1 and option 2 for CPSR is about how the information are encoded in the IE. Option 1 does not introduce any additional processing of the actual data by the AMF. Furthermore, the AMF knows exactly where to fetch the information from the IE.

Observation 11: With option 2, the AMF needs to identify each IE before fetching the information i.e. this requires more processing at the AMF.

2.3.2 Checking the DDX field in the Data over NAS IE 
It has been claimed that the “processing in the AMF increases” because the AMF must check the DDX field (representing the RAI IE) in the Data over NAS IE. This has been responded to in the past, but a response is nevertheless repeated here:

· The Data over NAS IE is introduced to avoid the drawbacks of option 2 (discussed earlier). It is obvious and necessary that all fields of an IE must be read i.e. this is not an intrinsically negative aspect but a requirement for all IEs.
· This is nothing new compared to other IEs some of which have numerous fields. E.g. the QoS rule has a “DQR” bit that must be checked all the time. Moreover, encoding of the packet filter list (within the QoS rule) is different depending on the QoS rule operation. 

Observation 12: amongst the numerous system-wide impacts (AMF, SMF, NEF, RAN, UE, and more…), claiming that a check of the DDX field (in the Data over NAS IE) would increase the complexity in the AMF is a false and invalid claim.

To really identify which proposal introduces more checks, then a strict comparison is required for each check. The table below shows this for a simple case of sending data in the CPSR:

Table 7: Comparing the number of checks at the AMF: option 1 vs option 2
	
	Checks Required

	Option 1
	1. Identify the Data over NAS IEI (only IE in the CPSR)

2. Read the Data type field (octet 4 in Data over NAS IE)

3. Read the DDX field (in octet 4 in Data over NAS IE)

	Option 2
	1. Identify the NAS message container IE

2. Identify the Payload container type IEI (independent IE)

3. Read the value part of the Payload container type IE

4. Identify the PDU session ID IEI

5. Identify the RAI IEI (if included)

6. Read the value part of the RAI IEI


Observation 13: there are more checks involved with option 2 even if RAI is not included. When the RAI is included, the number of checks in the AMF doubles with option 2. Thus, option 1 introduces less processing in the AMF than option 2.

2.3.3 In connected mode, the UE sends “a container inside a container” 
It has been claimed that when sending data in connected mode (i.e. UL NAS TRANSPORT message), the UE sends “a container inside a container”, this claim is simply incorrect. In connected mode, the UE sends the UL NAS TRANSPORT message as follows:

1) The UE sets the Payload container type IE to "Control plane data"
2) The Payload container is set to the value of the Data over NAS IE. This does NOT mean that there is “a container in a container”. The figure below visually explains how data is sent in connected mode:
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Observation 14: with option 1, when sending data in connected mode, the UE does not send a “container in a container”. 

It should be noted that a similar encoding is used for sending data in connected mode with option 2 (see C1-193795).

“If the payload container type is set to "CIoT user data container" and is included in the UL NAS TRANSPORT message, the payload container contents are coded the same way as the contents of the user data container IE (see subclause 9.9.4.24 in 3GPP TS 24.301 [15]) except that the first three octets are not included”

2.3.4 The AMF needs to check 2 additional bits for PDU session status synchronization and user data status 
It has been said that checking the PSSSI bit (used to perform PDU session status synchronization) and the UPRR bit (used to request the establishment of user-plane resources), as shown below, will “add complexity” in the AMF. 
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Data over NAS information element for Data type "5GSM data"
It should be noted that the PSSSI and UPRR bits can only be set when the UE sends the CPSR message. These bits shall NOT be set or used by the UE or AMF when the contents of the Data over NAS IE are used in the NAS transport procedures for a UE in 5GMM-CONNECTED mode.

Having to check 2 bits in an IE is not a cause for increased complexity in the network noting that there are numerous other IEs whose encodings require checks of different components and bits e.g. see the QoS rules IE. This is nothing new for the NAS protocol.

CIoT devices are expected to be served by appropriate network slices and consequently a suitable AMF. The 5G CIoT work item has numerous key issues most of which in turn have numerous impacts on the AMF alone, and also on 5GS. Considering all these impacts, one should really question whether verifying few fields in a new IE, of a new CPSR message, would make the complexity at the AMF peak. It then becomes evident that such a claim should be refuted. 
Observation 15: Checking 2 bits in a new IE is not a reason for increased complexity at the AMF noting that there are numerous other system-wide impacts (AMF, SMF, NEF, RAN, UE, and more…) due to 5G CIoT. 

3. Conclusion
This document discussed the size of the CPSR message for 5G CIoT. To avoid signalling inefficiency over E-UTRA connected to 5GC, the design of a solution for CPSR should be such that the message size is smaller than CPSR in EPS. Moreover, the NAS message should have minimum overhead since in bad/deep coverage scenarios, additional headers will lead to repeated transmissions in the lower layers, in turn leading to increased power consumption.

This paper has provided a detailed comparison of the options for CPSR message definition in 5GS for which several observations were made.

Observation 1: with option 1, the NAS message size is always smaller than that in EPS. The range of the reduced size is 1-4 octets depending on the case.

Observation 2: with option 2, the NAS message size is always larger than that in EPS. Regardless of the case, option 2 adds 3 octets compared to EPS.

Observation 3: option 1 always saves at least 4 octets as compared to option 2, with a saving of up to 7 octets depending on the case. 

Observation 4: with option 2, when the MCS value is 0 or 1 (usually used in bad coverage scenarios), the UE requires 2 additional SFs (i.e. 2 additional transmissions) for additional 4 octets from the NAS. 

Observation 5: with option 2, when the MCS value is 0 (usually used in bad coverage scenarios), the UE requires 3 additional SFs (i.e. 3 additional transmissions) for an additional 5 (or 6, or 7) octets.

Observation 6: with option 2, for an MCS value of 4 there is always an additional SF (i.e. 1 additional transmission) that is required.

Observation 7: for an additional 4 octets (no RAI, no PDU session status), the UE performs a total of 256 transmissions when the RAN indicates NRep = 128 and the MCS is either 0 or 1.

Observation 8: for an additional 4 octets (no RAI, no PDU session status), the UE performs a total of 128 transmissions when the RAN indicates NRep = 128 and the MCS is either 2, 3, or 4.

Observation 9: with option 2, the additional 4-7 octets can lead to a very high number of repeated transmissions. As the UE power consumption is proportional to the number of transmissions, option 2 is not an efficient choice for CPSR encoding.

Observation 10: the only difference between option 1 and option 2 for CPSR is about how the information are encoded in the IE. Option 1 does not introduce any additional processing of the actual data by the AMF. Furthermore, the AMF knows exactly where to fetch the information from the IE.

Observation 11: With option 2, the AMF needs to identify each IE before fetching the information i.e. this requires more processing at the AMF.

Observation 12: amongst the numerous system-wide impacts (AMF, SMF, NEF, RAN, UE, and more…), claiming that a check of the DDX field (in the Data over NAS IE) would increase the complexity in the AMF is a false and invalid claim.

Observation 13: there are more checks involved with option 2 even if RAI is not included. When the RAI is included, the number of checks in the AMF doubles with option 2. Thus, option 1 introduces less processing in the AMF than option 2.

Observation 14: with option 1, when sending data in connected mode, the UE does not send a “container in a container”.

Observation 15: Checking 2 bits in a new IE is not a reason for increased complexity at the AMF noting that there are numerous other system-wide impacts (AMF, SMF, NEF, RAN, UE, and more…) due to 5G CIoT.  

Following the observations above, the following proposals are made:

Proposal 1: the CPSR message size in 5GS should not be made larger than that in EPS. 

Proposal 2: due to the signalling inefficiency of option 2 and its negative impact on UE power consumption, the definition of the CPSR message based on option 2 should not be pursued. For 5GS, option 1 should be pursued due to its efficiency in reducing NAS message overhead and power consumption.

C1-194235 is a CR in accordance with the proposals above.
4. Appendix
This section provides a detailed look into the CPSR message contents and size as defined in EPS, and as proposed in option 1 and option 2 for 5GS.

4.1 CPSR message size in EPS
The following table shows the contents (header) of the CPSR message in EPS.

Table A1: Size of a plain CPSR message in EPS
	Header information
	Size in octets
	Notes

	Protocol discriminator (PD)
	0.5
	

	Security header type
	0.5
	

	Control plane service request message identity
	1
	

	Control plane service type
	0.5
	

	NAS key set identifier
	0.5
	

	ESM message container
	3
	- This is for the IEI (1 octet) and length field (2 octets) of the IE

- This IE carries the ESM DATA TRANSPORT message

	Header in the ESM DATA TRANSPORT message:

a) PD

b) EPS bearer ID

c) Procedure transaction identity

d) ESM data transport message identity
e) User data container
f) Release assistance indication (RAI)
	a) 0.5

b) 0.5

c) 1

d) 1

e) 2

f) 0.5 

========

5 (without RAI)

6 (with RAI)
	For e), this is the length of the User data container IE

For f), this IE is optional


	EPS bearer context status

	4
	This IE is optional 


	
	
	

	Case 
	Total size in octets
	Notes

	CPSR (no RAI, no EPS bearer status)
	11
	

	CPSR with RAI
	12
	

	CPSR with EPS bearer status
	15
	

	CPSR with RAI & EPS bearer status
	16
	


The above is for the plain CPSR message. However, for a strict comparison between EPS and 5GS, the size of the entire security protected NAS message must be considered. From Figure 9.1.2 of TS 24.301, the following number of octets should be added to the numbers above:

· 1 octet: for security header type and PD

· 4 octets: for the message authentication code

· 1 octet: for the sequence number

Therefore, adding a total of 6 octets yields the following size for a security protected NAS message that carries a CPSR in EPS:

Table A2: Size of a security protected NAS message carrying a CPSR message in EPS
	Case 
	Total size in octets

	CPSR (no RAI, no EPS bearer status)
	17

	CPSR with RAI
	18

	CPSR with EPS bearer status
	21

	CPSR with RAI & EPS bearer status
	22


4.2 CPSR message size in 5GS
This section shows the contents (header) of the CPSR message in 5GS as defined in C1-193190 (hereafter referred to option 1) and in C1-193796 (hereafter referred to as option 2).

For option 1, the contents and size of the CPSR message are shown in the table below.

Table A3: Size of a plain CPSR message for Option 1

	Header Information
	Size in octets for Option 1
	Notes

	Extended protocol discriminator (EPD)
	1
	

	Security header type 
	0.5
	

	Spare half octet
	0.5
	

	Control plane service request message identity
	1
	

	ngKSI
	0.5
	

	Control plane service type
	0.5
	

	Data over NAS:

a) IEI

b) Length field

c) Octet 4 of the IE (includes Data type field, DDX)

d) PDU session identity
	a)

b)

c)

d)
	For e), this is the length of the User data container IE

For f), this IE is optional


	PDU session status


	2
	This field is optional in the IE



	
	
	

	Case 
	Total size in octets
	Notes

	CPSR (no RAI, no PDU session status)
	9
	

	CPSR with RAI
	9
	RAI (i.e. DDX field) is part of octet 4 of the Data over NAS IE

	CPSR with PDU session status
	11
	

	CPSR with RAI & PDU session status
	11
	RAI is part of octet 4 of the Data over NAS IE


Similarly, the overhead due to the use of a security protected NAS message must be added (from Figure 9.1.1-2 of TS 24.501) for the following header information:

· 1 octet: for EPD

· 1 octet: for security header type and spare half octet

· 4 octets: for the message authentication code

· 1 octet: for the sequence number

The following table shows the total size after the additional 7 octets as listed above:

Table A4: Size of a security protected NAS message carrying a CPSR message in 5GS – Option 1

	Case 
	Total size in octets

	CPSR (no RAI, no EPS bearer status)
	16

	CPSR with RAI
	16

	CPSR with PDU session status
	18

	CPSR with RAI & PDU session status
	18


For option 2, the contents and size of the CPSR message are shown in the table below.

Table A5: Size of a plain CPSR message for Option 1

	Header Information
	Size in octets for Option 1
	Notes

	Extended protocol discriminator (EPD)
	1
	

	Security header type 
	0.5
	

	Spare half octet
	0.5
	

	Control plane service request message identity
	1
	

	ngKSI
	0.5
	

	Control plane service type
	0.5
	

	NAS message container


	3
	- This is for the IEI (1 octet) and length field (2 octets) of the IE

	Payload container type


	1
	

	PDU session identity


	2
	- This is for the IEI (1 octet) and the actual PDU session identity (1 octet)

	Payload container 
	3
	- This is for the IEI (1 octet) and length field (2 octets) of the IE

	RAI
	1
	This field is optional

	PDU session status


	4
	- This field is optional

- There is an IEI (1 octet), length field (1 octet) and the PDU session status (2 octets)



	
	
	

	Case 
	Total size in octets
	Notes

	CPSR (no RAI, no PDU session status)
	13
	

	CPSR with RAI
	14
	RAI is part of octet 4 of the Data over NAS IE

	CPSR with PDU session status
	17
	

	CPSR with RAI & PDU session status
	18
	RAI is part of octet 4 of the Data over NAS IE


The following table shows the size after considering the headers of the security protected NAS message (i.e. with an additional 7 octets):

Table A6: Size of a security protected NAS message carrying a CPSR message in 5GS – Option 2

	Case 
	Total size in octets

	CPSR (no RAI, no PDU session status)
	20

	CPSR with RAI
	21

	CPSR with PDU session status
	24

	CPSR with RAI & PDU session status
	25


The table below shows the results for the size of the security protected NAS message with CPSR in EPS, in 5GS with option 1, and in 5GS with option 2:

Table A7: Size of a security protected NAS message carrying a CPSR message in EPS vs 5GS

	Case 
	CPSR in EPS -

Total size in octets
	CPSR in 5GS with Option 1 – 

Total size in octets
	CPSR in 5GS with Option 2 – 

Total size in octets

	CPSR (no RAI, no EPS bearer/PDU session status)
	17
	16
	20

	CPSR with RAI
	18
	16
	21

	CPSR with EPS bearer/PDU session status
	21
	18
	24

	CPSR with RAI & EPS bearer/PDU session status
	22
	18
	25
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