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1. Introduction
5GS NAS messages can be transported over several access technologies: NR, E-UTRA and non-3GPP access. Each of these technologies has limitations with respect to the maximum size of the NAS PDU they can carry. In this contribution, we discuss these limitations and the options on how to deal with them at the NAS layer. In the end, we propose a way forward.

2. Problem description: NAS message size limitations in the lower layers

2.1
NR

The limitation for NR is documented in 3GPP TS 38.323 subclause 4.3.1:

The maximum supported size of a PDCP Control PDU is 9000 bytes.
Observation 1: Maximum size of a NAS message supported over NR is 9000 octets.

2.2
E-UTRA

The limitation for E-UTRA is documented in 3GPP TS 36.323 subclause 4.3.1:

The maximum supported size of a PDCP Control PDU is 8188 octets except in NB-IoT for which the maximum supported size of PDCP Control PDU is 1600 octets.
Observation 2: Maximum size of a NAS message supported over E-UTRA is 8188 octets.

2.3
Non-3GPP access

In the control plane protocol stack over non-3GPP access, NAS packets are encapsulated in the transport mode IPSec/EPS. RFC 4301 prohibits IP layer fragmentation when IP packets carry transport mode IPSec/EPS payload:

D.1. Transport Mode and Fragments
First, we note that transport mode SAs have been defined to not carry fragments. This is a carryover from RFC 2401, where transport mode SAs always terminated at endpoints. This is a fundamental requirement because, in the worst case, an IPv4 fragment to which IPsec was applied might then be fragmented (as a ciphertext packet), en route to the destination. IP fragment reassembly procedures at the IPsec receiver would not be able to distinguish between pre-IPsec fragments and fragments created after IPsec processing.
…

To keep things simple, this specification prohibits carriage of fragments on transport mode SAs for IPv6 traffic.
Since the IP layer in this scenario does not provide segmentation, and neither does the ESP layer, NAS messages must fit entirely inside a single IP packet payload. Since this is a third-party IP network, there is no way to control the supported minimum IP MTU size in the IP network, and therefore the worst-case scenario must be considered. In practice, the supported minimum IP MTU size is never below 1280 bytes for IPv4 and 1500 bytes for IPv6. The ESP header takes up 10 octets. Therefore:
Observation 3: Maximum size of a NAS message supported over non-3GPP access is 1270 octets.
3. Solution options
We consider three options:

Option 1: Given that in practice, the size of most NAS messages is below 100 octets, accept the NAS message size limitations in the lower layers 
· The limitations would be properly documented in CT1 specifications.
Option 2: Perform NAS message segmentation in the lower layers (access-specific)
· NAS PDU segmentation in the access stratum, transparent to the NAS layer
· Each AS would specify its own segmentation sublayer
· RAN2 for 3GPP access;
· CT1 for non-3GPP access (documented in 24.502).
Option 3: Provide NAS message segmentation in the NAS layer
· Define a new segmentation sublayer in NAS
· Maximum NAS PDU size handed down to the lower layers would depend on the selected AS

The table below summarizes pros and cons of each option.

	
	Pros
	Cons
	Comments

	Option1
	· Simple

· Low implementation and specification impact

· Worked in the past


	· Not fully future proof
	There aren’t currently any NAS messages generated entirely in the NAS layer that get anywhere near 1270 octets (most messages are below 100 octets).

If the NAS message exceeds the maximum size due to upper layer payload, upper layers could segment the payload accordingly.

	Option 2
	· Simplest from the NAS point of view.

· Preserves the 5G approach of AS being transparent to the NAS layer

· Future proof
	· Needs a segmentation sublayer on each access. 
· Work needed in multiple 3GPP groups. CT1 would have to specify a segmentation layer for non-3GPP AS. 
	The complexity and the amount of work needed may not be justified.

	Option 3
	· Single solution, applicable to all accesses
· Future proof
	· Most complex option for CT1
	It would involve specifying an entirely new sublayer. The complexity and the amount of work needed may not be justified.


4. Discussion

Each option has its advantages. When selecting the option to pursue, we believe it is important to take into consideration the following:
· NAS messages entirely originating in the NAS layer are unlikely to be larger than 1270 octets, let alone 9000 octets;
· Upper layers can segment the upper layer payload (e.g. UE policies, data container) according to the NAS message size limitations;
· NAS messages larger than 1270 octets but smaller than 9000 or 8188 octets can be sent exclusively over NR or E-UTRA, respectively.

Based on the above, we prefer Option 1.

5. Conclusion and proposal  

Observation 1: Maximum size of a NAS message supported over NR is 9000 octets.
Observation 2: Maximum size of a NAS message supported over E-UTRA is 8188 octets.

Observation 3: Maximum size of a NAS message supported over non-3GPP access is 1270 octets.
Proposal: Document the NAS size limitations in CT1 specifications. It is proposed to agree the CR to TS 24.007 in C1-181193, P-CR to TS 24.501 in C1-181194 and P-CR to TS 24.502 in C1-181195.
